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ABSTRACT

The image segmentation is used to change or simplify the image representation for the purpose of easy understanding or quicker analysis. Previously K-means classify images based on mean value of the groups formed with the help of centroids. FCM segments images based on the membership value and objective function used in it. Both of these methods work well for images with vast variations in its Pixel values but fails for pixels with slight variations. In order to overcome the disadvantages of various segmentation processes a new method of supervised segmentation is proposed using LOT (Linked Outlyingness Tree). The advantage of proposed method accuracy is more due to outlyingness Process and Process time is less.
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INTRODUCTION

Image segmentation is a process of segmenting an image into groups of pixels based on some criterions. The image segmentation is used for various applications such as medical images, Satellite images, content based image retrieval, machine vision, Recognition Tasks and Video Surveillance. There are so many methods are used for segmentations such as compression base methods, thresholding, and clustering. The clustering methods can be divided into two parts namely supervised and unsupervised. Supervised clustering involves predefining the cluster size for segmenting whereas unsupervised segmentation segments by its own cluster values.

The Problem of supervised learning is that of trying to find hidden Structure in unlabeled data. The distinguishes unsupervised learning from supervised learning and reinforcement learning clustering algorithms have successfully been applied as a digital image segmentation technique in various fields and applications. However those clustering algorithms are only applicable for specific images such as medical images, microscopic images etc.

There are some segmentation methods are available such as clustering, compression - based, histogram based, Edge detection, Region - growing, Split - and - merge methods, Partial differential equation-based and graph partitioning methods.

The advantage of clustering base method
a) Clustering define relation of the pixel which can be used for many applications.
b) User can define the segmentation number
c) More flexible to extract Particular gray values.

Related works

In the traditional clustering algorithm it has limitations of getting number of cluster centers by means of its users. This makes cluster algorithm difficult to use in an non-linear data, where there is a unpredictable data sets are available. There are many algorithms to offer image clustering they are

a) K-means
b) FCM

These are the data mining techniques mostly used for image based clustering These algorithm usually take a initial centroids or cluster centers from the dataset and iterate the Process by taking nearest point / pixels of centroids clustering algorithms for remote sensing images are used to being divided into two categories. Pixel-based and object-based approaches.

Fuzzy c-means of supervised clustering techniques used on established outstanding results in automated segmenting medical images in a robust manner. Efficiency of the original K-means algorithm heavily relies on the initial centroids.

MATERIALS AND METHODS

To improve the performance, we consider the algorithm ROR executes the segmentation with the user dependency. The input image is getting for high frequency noise removal and removal of blurring effect, then the user can define the value which depends on accuracy user needed for segmentation.

ROR PROCESSING

• MED = \text{MEDIAN}(Y)
• MAD = \text{MAD} = \frac{\text{MEDIAN}(|Y - \text{MED}|)}{MAD}
• MADN = 0.6457 \frac{\text{MAD}}{MADN}
• ROR = \frac{\text{MADN}}{MAD}

In order to overcome the disadvantages of various segmentation Processes a new method of supervised segmentation is proposed using LOT (Linked Outlyingness Tree). In certain dataset there will need for algorithm
which can cluster the data without any initialization. This is the reason the problem has to be solved. The proposed supervised algorithm is used for clustering it will identify the number of actual groups available and we may able to use it according to our requirement.

The input image is getting for high frequency noise removal and removal of blurring effect. Then Preprocessing enters user

Can define the value which depends on accuracy user needed for segmentation. After LOT can be proposed in supervised way, the ROR executes the segmentation with the user dependency. If we check for errorless cluster or segment, yes then enter the silhouette measure, no then back to the LOT in supervised way, silhouette is checking for the method of segmented elements. If check is yes then got segmented output image. If no then back to the LOT in supervised way.

Algorithm for ROR segmentation

**Step-1:**
The image pixel values represented in a matrix are converted to integers, since the image will be present in uint8 (Unsigned Integer 8 bit) standard which is not convenient for further processing.

\[ A = \text{image pixels in uint8 standard}. \]

\[ A1 = \text{double (A)} \]

Now \( A1 \) contain integer values of pixels.

**Step-2:**
The median for the converted value are first calculated.

\[ \text{MED1} = \text{Median (A1)} \]

\( \text{MED1} \) contains median values of \( A1 \).

**For example,**
\[ A1 = 1,32,14,15,47,82,24,53,87,69,20; \]
To find median first we have to sort data in ascending order,
\[ \text{Sorted } A1 = 1,14,15,20,24,32,47,53,69,82,87; \]
If the total number of elements \( N \),
\[ N = \text{odd}, \text{then median} = \text{middle value of sorted data} = \text{even}, \text{then median} = \text{average of middle two values}. \]

\[ \text{MED1} = \text{Median (A1)} = 32. \text{Since } N = 11. \]

**Step-3:**
This median value obtained is again subtracted from the integer value of image and again median is taken for the output.

\[ \text{Sub } A1 = \text{absolute value (A1-MED1)}; \]
For the above example, \[ \text{Sub } A1 = 31,0,18,17,15,50,8,21,55,37,12; \]
For the obtained new data \( \text{Sub } A1 \) again a median value is calculated.

\[ \text{MED2} = \text{Median (Sub } A1 \) \]
For the above example \( \text{MED2} = 18 \)

**Step-4:**
The obtained output is then divided by a value of 0.6457 which is the median of standard normal random variables.

\[ W = \text{MED2} / 0.6457 \]
For the above example it will be, \[ W = 27.87 \]
Finally a matrix of ROR values is obtained by,

\[ \text{ROR} = (A1 - \text{MED})/W \]

**Step-5:**
The whole operation is performed for the image values in matrix form. The new output matrix obtained is called ROR value matrix and the values are known as the median absolute deviation or the ROR value.

**SYSTEM OVERVIEW**

![Diagram of the system overview](image)
RESULTS AND DISCUSSIONS

The below table shows that, the user can define the number of segments in supervised way, the proposed algorithm is achieved speed of time. The user can define the segment number according to that speed of time is achieved.

Table-1. Shows the comparison result for six images

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Image name</th>
<th>No. of cluster</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Image 1</td>
<td>9</td>
<td>3.303</td>
</tr>
<tr>
<td>2</td>
<td>Image 2</td>
<td>11</td>
<td>3.043</td>
</tr>
<tr>
<td>3</td>
<td>Image 3</td>
<td>7</td>
<td>2.352</td>
</tr>
<tr>
<td>4</td>
<td>Image 4</td>
<td>6</td>
<td>2.381</td>
</tr>
<tr>
<td>5</td>
<td>Image 5</td>
<td>6</td>
<td>2.497</td>
</tr>
<tr>
<td>6</td>
<td>Image 6</td>
<td>8</td>
<td>2.294</td>
</tr>
</tbody>
</table>
CONCLUSIONS

This paper presented a supervised image segmentation using LOT with improved cluster for supervised method. The proposed method has higher segmentation accuracy in clustering of images. The segmentation accuracy is obtained using silhouette value results of the proposed method. LOT is compared with other methods number of iteration will always being one, accuracy is more due to outlyingness process and
processing time is less. In future it will enhance the unsupervised way for ROR segmentation.
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