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ABSTRACT 
 This research aimed to predict the risks in software development projects by applying multiple logistic regression. 
The logistic regression was used as a tool to control the s o f tw a r e  development process. These consisted of the r i s k 
stratification and causal risk f a c to rs  analyses. This statistical integration was intended to  establish th e  risk f a c to r s, 
anticipated and minimized the risk, w hich can occur during processes of software developm ent. The factor analysis 
incorporated with logistic regression was used to predict the risk classification probability of failure or success of software 
development. The logistic regression analyses can grade and help to point out the risk factors, which were important 
problems in development processes.  These analytical results can  lead  to create and d e v e lo p ment of s tra teg ies an d 
highlighted problems, which are im portant issues to manage, control and reduce the risks of error. The result from 
classification of questionnaires of software development risk analyses by SPSS program had overall prediction accuracy at 
90%. 
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INTRODUCTION 

Current technology and modern software 
development is progressing along with the increase in 
speed, memory and supporting technology. The 
developing software continuously and efficiently remains 
a necessity. For this reason, high quality software 
development usually needs certain surrounding factors 
such as the standard of software project management 
especially complied with strict rules which effect the 
developer and software project. According to the 
completion, accuracy, possibility, need, priority, and 
clarity, should all be checked and inspected at each step. 
For the improvement of risk management procedures, the 
following process need to be followed such as identify, 
analyze and prioritize of works, planning and scheduling 
task, problem solving to prompt management. The project 
control in each process, monitoring of the effects and 
changes, all aid development and help achieve completion 
timelines (Tharwon, 2011).  

The risk management classification helps to 
analyses the risk factors by problem analysis. The 
questionnaires of software development were used to look 
for hidden risks along development processes. Next steps, 
the factors from the questionnaires were analyzed to 
predict the factor, which causes the risk of the software 
development (John, 2012). 

Software development projects always have more 
risks than other management projects because it has more 
technical uncertainty and complexity. Most developers 
look for methodology to minimize the important risks to 
improve their management, because the risk factor affects 
the success or failure of any project. Thus, should be 
eliminated to gain customer satisfaction and reach the goal 
based on their timeline (Rabia, 2013). 

Therefore, the author of this paper proposes the 
idea to control risk of projects by searching the factors that 
causes risks and the delays in software development 
project by multiple logistic regression analysis. These 
statistical models will help project managers to simplify 
the start of a project, anticipate and avoid problems before 
they occur (Ying, 2012). 

This research highlights the problems of software 
development, covers risk management, and looks at 
helping developers to prevent problems and processes that 
control timeframes according to the project plan. 
 
RESEARCH SIGNIFICANCE 

Risk management in software development project 
was the comprehensive methods that consisted of project 
planning, clarify of their objectives, reacting, recheck and 
included the risks control and management which can 
happen and needed to solve through the development 
phases. The goal of the risk management intended to add 
the possibilities of positive impact and reduced the 
possibilities of negative impact on the project (Hooman, 
2013). The reason was why we compared between the 
project efficacy and the successful factors. The factors 
which were determined from this comparison was 
potential risks to the success of the project. Because these 
differences will effect to the success of the project (Tim, 
2009). 

Risk was a situation or any actions which will 
happen during unforeseen circumstances and effect or 
damage (cost or non-cost) or failure or reduce the chance 
of the success of the organization in terms of monitory 
strategy (Tim, 2014). Financial and service costs would be 
the good represent of unmanaged risk side effects by 
measuring from the impact and chance of the happening. 



                                        VOL. 10, NO. 3, FEBRUARY 2015                                                                                                               ISSN 1819-6608            

ARPN Journal of Engineering and Applied Sciences 
 

©2006-2015 Asian Research Publishing Network (ARPN). All rights reserved.

 
www.arpnjournals.com 

 

 
1325

Risk management manages the risk in the method 
of the measurement (Larson, 2012), inspect and control 
the risks, which link together with the activities and 
working process to reduce the risk and possibility of loss 
and damaged that organization have previously faced. The 
risk might happen from many factors from the process. In 
the software development projects, they are prone to have 
more chances of failure (Venkatesh, 2012), from many 
factors such as manpower problems, mistakes when 
selecting the best decision of management among the 
participants or collaborative who worked together 
(Muhammad, 2014). In the developing process, there 
might be conflict or misunderstanding leading to risk of 
the project failure. The other factors such as changes and 
advanced development of information and technology 
should also be of concern, see details in Figure-1. 

 

 
 

Figure-1. Risk management. 
 

Risk assessment was the method to specify the 
risk, analysis the risk and prioritize the risk by measuring 
from the chance and impacts.  After the measurement, we 
will know the degree of risk which were classified as 
maximum risk,  high risk,  medium risk or low risk based 
on chance and effect of each risk that occurred (Dana, 
2012). 

Risk control was a policy or steps series which 
will reduce the risk and increase the likelihood of success 
for the project which were controlled for prevention, 
inspection, advice and correction (Pontakorn, 2012). 

Both risk assessment and control are usually 
required as the common components in the development 
process. These management methods essentially integrate 
into working processes but most developers will never 
know (C Verma, 2010). that there was any risk 
management, see Table-1. 
 
 

 
 

Table-1. Software development project. 
 

Risk assessment 

Risk 
Identification 

Developer realized that the new 
programmer lacks of knowdedge of the 
program language. 

Risk 
Analysis 

Analyses the important problems that 
could effect to the project management 
and  might causes to the project failure. 

Risk 
Prioritization 

Prioritise and compare the problems or 
the risks and find the way to solve the 
problems.

Risk control 

Risk 
Management 
Plan. Risk 
Resolution 

Management planning by solving the 
risks or problems in many methods. To 
choose the interesting way to solve the 
problem  such as making of the pair 
programming 

Risk 
Monitoring 

Follow up and close monitoring 

 
PROCESS RISK MANAGERMENT 
 Software risk management is similar to the other 
management projects which means develop projects 
handle many risks which can lead to the project failure and 
problems such as budget estimation, constraint of time and 
resources, lack of the measurement or commitment from 
high executive management (Abdullahi, 2014). Risk is 
very important to the management of software 
development projects because organizations are serious 
about managing the risks to find out the causes, measure 
the effect which could impact the business, controlled and 
minimize risks. 
 Thus, it is important to identify or specify the risk 
concerns referring to the safety of the property in the 
organization, managing causes of risk before it affects the 
project, and causes problems (Venkatesh, 2012). see 
Figure-2. 
 
 

 
 

Figure-2. Risk and the role of government (OECD). 
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Risk definitions   
 Uncertainty about the outcome that it will be 
occurred as expected or not. 
 Actions or events that may undermine the abilities 
of the organization to achieve the objectives. 
 Actions or events that may change or threaten or 
any other negative occurrences. 
 Trends or chances that may take the risks and 
effects in case that the event actually happens. 

Risk analysis was the method to bring the specific 
risks to analyze and grouping and search for more 
information which causes risks, effect of the risk, failure 
level and defined the direction and control to reduce the 
risks (Mead, 2009). Risk management must be understood 
and weighted between the control of the expenses and how 
to management follow the timeline of project planning. In 
depth of risk management consists of the control planning, 
tracking, risk controlling those were methods of specify 
and analysis and coping to the new risk. 

Classifying software risks will affect the timeline, 
expense and quality of business. It depends on expertise of 
the project management to make the survey and checking 
from the developed questionnaire which made from the 
experience from the developer. The analysis started to 
discriminate risks from low to high. After the 
questionnaire survey, the results found that the project 
categorized to low risk but developer should be aware and 
concerned if low risk was complex as same as the big 
project (Koolmanojwong, 2010). Planning and controlling 
organization strategy with clearly risk, define and analysis 
risk will enhance to success and reduce the chance of the 
failure. The risk of the software development was the main 
factor and condition which needed to highlighted, 
controlled, and managed to make the project successful 
(Betz, 2010).  
 
Factor Analysis 

Factor analysis was the technique to group related 
factors to one another. The same factor will relate 
together. The relation may be in a positive direction or 
negative direction or contra direction, and also the factor 
which is not related or less relevant. Factor analysis was a 
statistical technic which was used to analyze of 
measurement. Analysis will help to point out that the tools 
or technics measures the factor positive or negative. 
 
Multiple logistic regression 

Factor analysis will help to group the analysis to 
the technique group while multiple logistic regression 
analysis will use the possibility from the grouping and 
predicting from the independent factor which the factor 
might combine with the continuous factor or continuous 
factor or dichotomous of the value factors such as the YES 
and No, success and failure factor. The objective of the 
same factor analysis but multiple logistic regression has 
the dependent factor as the separated factor. However, It 
shown different from the risk management perspective. 
The multiple logistic regression analysis was used the 
statistic to separate all of factor into risk and non-risk 

groups. This statistic technique can predict the possibility 
of the risk and increased the part which already classified 
as normal distribution, despite size of the groups were 
different but still can analysis and predict the risks to 
proper with development project. This analyses will 
compare the result of predicted risks which were analyzed 
in to coefficients or Odds that mean we can graded the 
interesting risk and compared among them. For the final 
regression, the result will should only the rest of maximum 
risk related with success and failure that might be 
concerned to manage during project development process.  

Multiple regression was the correlation between 
the associated factors or classified problems and at least 
dichotomous independent factors such as dependent factor 
was Y, Independent factors were X1 to X30. All factors 
will be measured by parametric method as range or 
proportional or ratio.  
 
PRELIMINARY INVESTIGATIONS 

Method and process for risk prediction for  t h e 
software development project by using multiple logistic 
regresses were separated in to many parts, see Figure-3. 

 

 
 Figure-3. Process and method for prediction. 
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Collecting the indicators 
To classifying software risks, in this research, the 

author reviewed and selected many researches related to 
software developing projects which were studied, analyzed 
and categorized into low, intermediate and high risk 
factors. This prototype of risk factors used for risk 
estimation in this research. The related factor which 
caused the risk, level of the risk in the project and impact 
from the risk which used for identifying the risk factor, 
and to point out the risk which showed significant effect to 
the successful of project.  
 

The summarization of the factors selected from 
classifying software risk were selected.  The factors which 
related and grouped as domain group before questioning 
from the related factor and making the questionnaire as 
shown in Table-2. 

 
Table-2. Classifying risk category. 

 

Rank Risk Category 

1 User 

2 Requirement 

3 Cost 

4 Schedule 

5 Quality 

6 Business 

7 People 

8 Project complexity 

9 Planning & Control 

10 Team 

11 Organizational Environment 

12 Scope change 

13 Communication 

14 Overdrawn Budget 

15 Unrealistic Requirements 

16 Change Management 

17 Estimation 

18 Project Management Activities 

19 Design 

20 Developer 

21 Development  

22 Process 

23 Stakeholder 

24 Software 

25 Culture 

26 Time Dimension 

27 Resource availability 

Summary of indicators  
                A summary of the indicators have been selected 
from a software risk taxonomies (Classifying Software 
Risks). The indicators of selection, main domain group of 
risk categorization were groped and prioritized as follows, 
the information is displayed in the Table-3. 
 

Table-3. Main Group for risk category for software 
development. 

 
Rank Risk Category 

1 User 
2 Software Requirement 
3 Estimations 
4 Cost 
5 Schedule 
6 Planning and Control 
7 Team 
8 Software  

 
Standardization of questionnaire from experts 

The experts who have knowledge of software 
development or software development management will 
help to determine the optimized questionnaires. The 
authors specified and selection 5 experts from 5 
organizations qualified with at least 9 years of experiences 
in software development projects to help determine if the 
questionnaires matched, understood and were relevant to 
the objectives. The final questionnaires were selected from 
their expertise, related risk factors and co-operation, which 
ensured that results from the questionnaires were reliable. 

 
Data collection and validation 

The data collection came from the 5 experts that 
have the same opinion and direction, agree or probably 
agree and disagree. In another way, if one of answer from 
these experts answered not-agree and disagree answered 
from people who did the questionnaire from their own 
experience. So that the factor caused the risk for software 
developing project came from the same direction (agree, 
probably agree vs. disagree) of the questionnaires. 
 
Factor extraction and results 

Factor extractions is the method to separate and 
grouped of all factors in terms of quality analysis and 
develop the questionnaire which has objective to select the 
factor which causes the risks and analysis from the risk 
factors for predicting the risk in the project.  The results of 
questionnaire answered from the involved personnel was 
important. Because of these answers or perspectives would 
provide the information which can be trusted and covered 
all the factors. In additions, the questionnaire also was the 
tools to improve of gaps and mistakes and revised again to 
maximized efficiency of developed questionnaires.  
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Analysis by multiple logistic regression from the 
questionnaire of 70 projects were relevant and enrolled to 
summarize the factor which causes the risk of projects see 
Table-4. 
 

Table-4. Risk factor. 
 
APPLICATION MODULES 

The results were analyzed using multiple logistic 
regression of the respondents to the software development 
projects which were the subject of the 40 questions and a 
summary of all the factors were analyzed by the program. 
Multiple logistic regression analysis from questionnaire, 
the personnel will answer the respondents. Almost of them 
had experiences from other companies in software project. 
Multiple logistic regression analysis of how the guidelines 
were finalized at the Table-5.  

Table-5. Results of multiple logistic regression analysis. 
 

Original value Internal value 

No risk 0 

Study risk 1 

 
 

Table-6. The results from classification. 
 

Observed 

Predicted 

Factor Percentag
e of 

Correct 
Prediction 

Risk 
Non 
Risk 

Step 0 
Factor 

Risk 37 0 100 

Non 
risk 

33 0 0 

Overall 
percentage   

52.9 

 
   The variables in the Equation showed the 

intercept-only model is ln(odds) = -0.114 (Table-7).  If we 
exponential both sides of this expression, we found that 
our predicted odds [Exp. (B)] = 0.892. That was the 
predicted odds of deciding to no risk the research is 0.892.  
Since 33 Project of our subjects decided to no risk the 
research and 37 decided to have the risk in research, our 
observed odds was 33/37 = 0.892. 
 

Table-7. The result of variables in the equation. 
 

 B S.E. Wald diff Sig 
Exp. 
(B) 

 Cons
tant 

-
0.114 

0.239 0.228 1 .633 0.89
2 

 
   This Block 1 output, this SPSS has added the 

risk factor variable as a predictor.  Omnibus Tests of 
Model Coefficients gives us a Chi-Square of 43.903 on 30 
diff, significant beyond .001.  This was a test of the null 
hypothesis that added the risk factor variable to the model 
has not significantly increased our ability to predict the 
decisions made by our subjects (rejected of null hypothesis 
with p-value < 0.05). 
 

Table -8.  Omnibus tests of model coefficients. 
 

  
Chi-

square  
Diff Sig. 

Step 1 
Step 43.903 30 0.049 

Block 43.903 30 0.049 

Model 43.903 30 0.049 
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Table-9. Result from data (Questionnaire). 
 

Unweighted Cases N Percent 

Selected 
Cases 

Included in 
analysis 

70 100 

Missing 
cases 

0 0 

Total 70 100 

Total 70 100 

 
Table-10. Result from classification. 

 

     Observed 

Predicted 

Factor Percentage  
of Correct 
Prediction Risk 

 Non 
Risk 

Step1 
Factor 

Risk 34 3 91.90% 

Non 
risk 

4 29 87.90% 

Overall 
percentage   

90.00% 

 
From Table-10, there were the actual data of the 

expectations (factor risk) 34 questionnaires and (factor non 
risk) 3 questionnaires. When using predictive equations, 
37 questionnaires can be predicted. Therefore, the 
corrected prediction is around 91.9%. Next, there were the 
actual data of the expectations (factor risk) 4 
questionnaires and (factor non risk) 29 questionnaires. 
When using predictive equations, 33 questionnaires can be 
predicted. Therefore, the corrected prediction is around 
87.9%. Then, the overall prediction accuracy was 90.0%. 

These results were found using SPSS to analyze 
the data from the questionnaire. 

 
CONCLUSIONS 

The main aim of the software development 
process was the acquisition of profit. It was an impulsion 
causing the importance to find out the risk factors which 
comes with software development projects of each 
organization.  

Preliminary risk classification, focuses on the 
risks that are frequently happen in software development 
projects, common problems of improve processes for 
greater efficiency in the software development projects. 
The decision to select appropriate project was an 
important issues that must be emphasized and it necessary 
to have the answer about prediction of risks. 

The reason why the prediction of risk from 
software development process was necessary and must be 
obtained because it will help project manager to manage 
and estimate mistakes and delayed in each step of 
processes all the time. Moreover, it supports to making 
decision to carry out a software development project 
properly. Thus the classification, prediction of risk factors, 
estimation of risk factors in software development process 

is really importance and useful because it will promise to 
enhance the successful of the software development 
project. 
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