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ABSTRACT 
 Performance of conventional text based audio search engines can be improved with feature based search engines. 
In this paper, text independent audio ranking system for audio engines with audio signal as query is proposed. Discrete 
Wavelet Transform (DWT) is used for feature extraction. Ranking is obtained using three different distance metrics namely 
Euclidean distance, Manhattan distance and Maximum distance. An efficient ranking system is identified based on the 
performance of the proposed technique in terms of accuracy of detection. 
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1. INTRODUCTION 

 In general, audio engines should search and 
display the audio signals which are close to the key audio 
signals. In conventional search engines like Yahoo and 
Google, even today text based query is used as the key. It 
searches the text i.e. the filename rather than the features 
and displays the results. Performance of the search engines 
can be improved if the text based query is replaced with 
the feature based query. In other words, the features of the 
key audio signal must be compared with the features of the 
database signals instead of the texts. In recent years, 
considerable research work is carried out in this area. 
However an efficient ranking system is yet to be 
developed. Hence the proposed research work aims at 
developing a ranking system that performs feature based 
comparison. Also the proposed system should be text and 
language independent. Steps involved in this work are as 
follows: Acquire the audio signals and create a database; 
preprocess the audio signals and retain a certain number of 
samples; convert the domain of the audio signal by 
choosing an appropriate transform; aggregate the features; 
determine the dissimilarity using distance metric and rank 
the audio signals based on the minimum distance.  
 In this paper, real time audio signals are acquired 
and statistical features on wavelet co-efficient are 
determined. Three different distance metrics are used for 
determining the similarity and the impact of the choice 
metric is determined in terms of accuracy of identification. 
This paper is organized as follows; Section 2 gives the 
related works on speaker recognition system. The 
proposed methodology is described in section 3. Section 4 
gives the results and discussions of the proposed work. 
This paper is concluded in section 5. 
 
2. OVERVIEW OF RELATED WORKS 

 Greenberg et al. (2014) described an i-vector 
approach for speaker recognition system. Once the speech 
activity is detected, mel frequency cepstra and derivatives 
at 100 feature vectors/second were extracted. GMM is 
used for speaker modelling. Based on the cosine distance 

between the i-vector of the test signal and i-vector of the 
speaker model, the speaker was identified. Srinivas and 
Rani (2014), proposed a new technique in which wavelet 
transform is used for feature extraction and neural network 
model is used for speaker classification. Wrapper based 
feature selection was included to select the best features 
and thereby to reduce the run time of the system.  The 
reduced best set of features was ranked and the top ranked 
features were considered for training the neural network 
based classifier. Abdallah and Hajaiej (2014) performed a 
novel feature set extraction with the Gamma chirp filter 
bank from the voice signal that is based on the 
characteristics of human auditory system. Gamma chirp 
auditory filter bank is a non uniform band pass filter used 
to replicate the frequency resolution of human hearing. 
Compared to Mel-Frequency Cepstrum Coefficients 
(MFCC) the proposed auditory based technique provided 
better results. Prabhakar and Sahu (2014), presented a 
hybrid technique using MFCC and Linear Prediction 
Cepstral (LPC) for feature extraction. GMM and Vector 
Quantization (VQ) with Linde, Buzo and Gray (LBG) 
algorithm  is used for speaker classification. McLaren et 
al. (2013) developed a robust speaker recognition system 
over channel degraded speech signal. Perceptual linear 
prediction (PLP), Medium duration modulation cepstrum 
(MDMC), Power-normalized cepstral coefficient (PNCC), 
Mean Hilbert envelope coefficient (MHEC) and Sub-band 
Hidden Markov model (HMM) and Gaussian Mixture 
Model (GMM) is independently used over the extracted 
five features. Sekar (2012) introduced a novel text 
independent speaker identification system based on image 
processing techniques. In this, the speech signal is 
converted to spectrogram for analyzing the spectral 
characteristics. Feature extraction is performed over the 
spectrogram using Radon Transform and Discrete Cosine 
Transform.  K Nearest Neighbor is the classifier used to 
identify the speaker. Inter class and intra class variance 
was used for matching. Farah and Shamim (2013) 
implemented speaker recognition system for biometrics 
verification. For feature extraction procedure MFCC and 
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Linear Prediction Coding (LPC) was used. And for 
speaker classification, Vector Quantization (VQ) was 
used. The results obtained using MFCC and LPC were 
compared with respect to the system efficiency. The 
authors also investigated the effect of noise and pitch over 
the system accuracy. 
 
3. PROPOSED METHODOLOGY 

A research database is created with real time 
signals. Ten speech signals were collected each from ten 
different speakers. Mean, Standard Deviation, Skewness, 
Kurtosis, Energy, Zero Crossing Rate, Second Order 
Moment and Third Order Moment were extracted from the 
acquired audio signals. Approximation and detailed 
coefficients using Discrete Wavelet Transform (DWT) 
with Discrete Meyer wavelet (Dmey) is used for feature 
extraction (Albin et al. 2014, Nandhitha et al. 2007, 
Selvarasu et al. 2010). When a speech signal of unknown 
speaker is given, the various distance metrics namely  
Euclidean distance, Manhanttan distance and Maximum 
distance between the Dmey features of the unknown 
speaker and the Dmey features stored in the database are 
calculated. The obtained distances are arranged in 
ascending order and ranking is done. The best match gives 
a minimum distance and is given the highest rank. The 
speaker assigned with the highest ranks is identified as the 
target speaker. 

 

 
Figure-1. Flow diagram of the proposed work. 

 
The various distances between the unknown speaker and 
the database speakers is calculated using the following 
formula [9][10][11][15]. 
Euclidean Distance 
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Performance of the proposed technique is measured in 
terms of accuracy [12]. 
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Where TP is True Positive, identifying speaker 1as 
speaker 1and so on. FN is False Negative, identifying 
speaker 1 as some other speaker and so on. TN is True 
Negative, correctly rejecting the speakers other than the 
key speaker. Speaker 1 is identified as other speaker is 
False Positive FP.  
 
4. RESULTS AND DISCUSSIONS 

Performance of the proposed work is measured in 
terms of accuracy and the impact of the choice of the 
distance metrics is also shown in Table 1. Here audio 
signals are numbered as 1-10 for speaker 1, 11-20 for 
speaker 2, 21-30 for speaker 3 and 91-100 for speaker 10. 
Every signal is given as the input query signal and the 
ranking is determined. The first 10 signals with minimum 
distance are considered and the accuracy is determined out 
of these 10 signals. For example from the first row of 
Table 1, it is interpreted that with speaker 1’s first signal 
as input, irrespective of the distance metric, only one 
signal corresponding to speaker 1 was ranked correctly 
and displayed as the first 10 signals. On the other hand, 
from the second row it is found that Euclidean and 
Maximum distance metrics provide 9 out of 10 signals 
correctly (When the second signal of speaker 2 is given as 
the query signal). It is also shown in Figure-2 and Figure-
3.  

Table-1. Accuracy using various distance for speaker 1. 

Sample 

Accuracy (%) 

Euclidean 
distance 

Manhattan 
distance 

Maximum 
distance 

1 10 10 10 
2 90 80 90 
3 90 80 90 
4 70 70 70 
5 70 70 70 
6 70 70 70 
7 80 80 90 
8 80 70 80 
9 90 80 90 
10 40 40 30 
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Figure-2. Euclidean distance and Manhattan distance for 

sample 1 of speaker 1. 
 

 
 

Figure-3. Maximum distance for sample 1 of speaker 1. 
 
 This procedure is repeated for all the samples of 
10 speakers and is listed in Table-2. Figure-2 depicts the 
average accuracy for the considered 10 speakers using 
various distance metrics. 
 

 
Figure-4. Average accuracy for speakers using various 

distances. 
 

Table-2. Average accuracy for three different distance 
metrics for 10 speakers. 

 

Speaker 
Accuracy (%) 

Euclidean 
distance 

Manhattan 
distance 

Maximum 
distance 

1 69 65 69 
2 33 37 32 
3 26 27 26
4 70 70 70
5 67 68 68 
6 31 32 28 
7 23 22 22 
8 39 38 38 
9 26 26 24
10 25 26 25 

 
 
From the Table-2, it is found that Manhattan distance 
based classifier provides nearly perfect matching at more 
instances. It is also emphasized from Table-3 which 
provides the average accuracy, maximum and minimum 
accuracy of each speaker. The average accuracy of all the 
speakers using various distance is listed in Table-3. From 
the Table-3, it is clear that for the considered speech 
signals, Manhattan distance provides better accuracy than 
Euclidean and Maximum distance.  
 
Table-3. Average accuracy using various distance metrics. 

 

Distance 
metric 

Average 
accuracy 

Maximum 
accuracy 

Minimum 
accuracy 

Euclidean 
distance 

40.9 70 23 

Manhattan 
distance 41.1 70 22 

Maximum 
distance 

40.2 70 22 

 
 
5. CONCLUSIONS 

An efficient ranking technique is required for a 
text independent audio mining system. In this paper, DWT 
is used for feature extraction after which ranking based on 
various distances is performed. Distance metrics like 
Manhattan distance, Euclidean distance and Maximum 
distance were considered. Average accuracy using the 
various distances over the maintained speech database is 
calculated. From the results, it is proved that the 
Manhattan distance is the best ranking technique for the 
text independent speaker recognition system. 
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