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ABSTRACT 

The paper is devoted to features of genetic algorithms application in intelligent hybrid control systems. We 
demonstrate a general view over the model of hybrid adaptive control system. Also we considered interaction and tuning of 
elements of the hybrid adaptive control system. Tuning of elements is carried out with the use of genetic algorithms. We 
designed ten genetic algorithms for research. Researches are carried out when optimization of a multivariable function by 
genetic algorithms on the example of learning neural network emulator and neuro-fuzzy controller. In the end we made 
some conclusions about efficiency of genetic algorithms. 
 
Keywords: genetic algorithms, hybrid control system, artificial intelligence, control, learning neural network emulator, tuning of 
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1. INTRODUCTION 

The methods of artificial intelligence allow 
synthesis the hybrid controllers with neural networks and 
fuzzy logic [1-7]. Such systems are called «neuro-fuzzy». 
Application of the neuro-fuzzy systems allows successful 
solution the task of controller parameters adaptation .This 
task is typical for the conventional controllers designed on 
the basis of classical control theory [8]. Practical 
application of hybrid approach requires the use of 
effective algorithms for the correction of neuro-fuzzy 
system parameters, for example, algorithms of 
evolutionary computation [6, 8 - 12, etc.]. 

Results presented in this paper are continuation of 
researches dedicated to application of genetic algorithms 
in intelligent adaptive hybrid control system (AHCS) [13]. 
 

Structural model of the AHCS. The model of 
interaction between elements of adaptive system we 
present like the sets <E, C>, where E is the set of 
elements; C is the set of links. The set E is defined as 
 
E=<NFN1, NFN2, BAAP, BE, BFTS, BC, 
BPNFN2, BAP1, BAP2>,                                   (1) 
 
where NFN1 is the first neuro-fuzzy network with constant 
parameters; NFN2 is the second neuro-fuzzy network with 
variable parameters; BE is the block of estimation of 
NFN1, NFN2 control signals quality; BFTS is the block of 
real time generation of learning sample for BE; BC is the 
coordination block for output signals of controllers NFN1, 
NFN2; BAAP is the block of NFN2 parameters adaptation 
acceleration; BPNFN2 is the base of NFN2 parameters; 
BAP1 is the block of NFN1, NFN2, BAAP parameters 
adaptation; BAP2 is the block of parameters adaptation of 
neural network emulator. 

The set C contains links of elements from E and 
is defined as 

С=< )(tХ , N1(t), N2(t), N3(t), K1(t), K2(t), 

Ξ(t), U(t), P1(t), P2(t)>,                                  (2) 
 

where )(tХ  is the vector of the input controlled 

parameters; N1(t), N2(t) is output control signals of NFN1, 
NFN2; N3(t) is the class of NFN2 parameters suitable to the 
operating mode of control object (CO); K1(t), K2(t) are the 
coefficients of errors of NFN1, NFN2 output signals; Ξ(t) is 
the training sample; U(t) is the integrated control action; 
P1(t), P2(t) are the output signals of BAAP containing the 
set of NFN2 parameters and the signal of necessity to 
begin training for BAP1. 

We showed the structural model of the AHCS 
elements interaction in Figure-1. 

We conditionally separated the model of 
interaction into two parts. The first part is destined to 
improve the quality of controller operation at the change 
of the CO operational modes and contains elements 
capable to adapt their parameters. The second part is 
destined for providing the uninterrupted functioning of 
adaptive system when tuning of the first part elements and 
contains elements with the parameters determined one 
time before a start and not changing in future. 

Application of the AHCS is related to the 
necessity of preliminary parametric tuning of elements 
from the second part. Tuning consists of two stages. There 
is a forming of testing samples for NFN1 and BAAP on the 
first stage. Experience of experts and data of parameters 
measuring during the CO functioning is used for this 
operation. 
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Figure-1. Structural model of AHCS elements interaction. 
 

There is a training of NFN1 and BAAP on the 
second stage. The elements of NFN1 and BAAP have the 
parameters unalterable during operation and can be treated 
as independent controller. We denoted the training of 
NFN1 and BAAP blocks by dashed line in the structural 
model of the elements interaction (Figure-1). The training 
of NFN1 and BAAP occurs before the start of adaptive 
system operation.  
 
2. PROBLEM STATEMENT 
 
2.1. Research of genetic algorithms during  
       optimization of multivariate functions. 

We carried out the research of genetic algorithms 
(GA) in three stages. 

Stage-1. Comparison of different genetic 
algorithms. We considered as analogues the following 
algorithms: simple genetic algorithm (GA1); genetic 
algorithm with reinicialization as a mutation operator 
(GA2); genetic algorithm with the combined operators of 
random changes (GA3); fuzzy adaptive algorithm with the 
combined operators [14] of random changes (GA4); 
parallel genetic algorithm with the combined operators of 
random changes (GA5); genetic algorithm with the 
integrated population and combined operators of random 
changes (GA6); the first adaptive genetic algorithm (GA7) 
[15]; the second adaptive genetic algorithm (GA8) [16]; 
fuzzy adaptive parallel algorithms with the combined 
operators of random changes (GA9); fuzzy adaptive 
algorithm with the integrated population and combined 
operators of random changes (GA10). 

Stage-2. Testing of GA operation. We tested 
GA on the basis of next tasks: optimization of 
multivariable mathematical functions; training of neural 
network emulator of the CO; training of neuro-fuzzy 
classifier; training of neuro-fuzzy controller. 

Stage-3. Analysis of GA testing results. 
Analysis is related to the achievement of information for 
most effective GA detection. 
 
2.2. Comparison of genetic algorithms during the  
       optimization of multivariable functions. 

The task of decision what function should be 
used for comparison of GA was examined before in papers 
[17, 18]. We listed types of functions in Table-1. 

 
Table-1. Mathematical functions used for verification of GA efficiency. 
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The parameters of algorithms GA1 -GA10 are shown for the research of functions F1 - F11 in Table-2. 

 
Table-2. Parameters of researches. 

 

 
Allowable 

error 
Number of 

trials 
Max. number 
of iterat-ions 

Initializing 
parameters 

Fu
nc

tio
n 

F1 0,0005 

1000 1500 random values 

F2 0,0005 
F3 0,0005 
F4 0,0005 
F5 0,0005 
F6 0,0005 
F7 0,0005 
F8 0,005 
F9 0,005 
F10 0,0005 
F11 0,0005 

 
We carried out the researches with the use of 

developed software application [13]. As an example, we 
showed the form of achieved results in Figures 2 and 3. 

The difference from papers [17, 18] consists in 
the experimental procedure related to the character of 
further GA use. 

The analysis of researches showed: functions F8 
and F9 have a large number of local extremums that 
complicates optimization. Therefore the value of 
permissible error of results for F8 and F9 is increased on 
an order and equals to 0, 005. It allows improvement the 
performance of genetic algorithms for F8 and F9 without 
significant loss of accuracy. 
 

 
 
 
 

 
а) F1   b) F2 

(  - real values,  - desired values) 
 

Figure-2. Result of GA1 operation for F1 and F2. 
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а) F1   b) F2 

а), b) - mean-squared error of training for F1 and F2 
 

Figure-3. Results of GA1 operation for F1 and F2. 
 

Initial values of optimized functions parameters 
are equal to random values in the interval from 0 to 1. We 
showed summary information about the work of GA1 - 
GA10 algorithms in the task of functions F1 - F11 
optimization in Tables 3 and 4. The results of GA1 - GA10 
operation for F1 - F11 functions allow the conclusion 
about greater efficiency of GA9 and GA10 as compared to 
other. The number of iterations required for the search of 
solution with a desired accuracy and the number of 
algorithm stops in a local optimum appeared to be less 
than in the compared analogues. 

We gave the diagrams showing the number of 
iterations and stops of genetic algorithms in a local 
optimum for F1 - F11 functions. The analysis of findings 
reveals that GA4, GA5, GA6 GA10 algorithms are more 
effective in the number of iterations and stops of 
algorithms at a local optimum comparing with GA1 - GA3. 
 

 
 

Figure-4. Number of GA iterations and stops for F1 - F11. 
 

The superiority of GA9 is obvious in comparison 
with GA1 - GA10 algorithms. GA9 has the parallel 
properties, the combined operators of random changes, 
and the possibility of dynamic parameters adaptation. We 
made true decisions for the acceleration of GA9, GA10 
convergence process, prevention of their stacking in local 
areas due to the application of fuzzy comptroller for the 
adaptation of parameters and combined operators of casual 
changes. 

Further researches are directed to on an estimatio
nefficiency of genetic algorithms on the example of educat
ingof the modules of adaptive intellectual hybrid control s
ystem. 

One of the perspective approaches to the 
synthesis CO emulators is the use of artificial neural 
networks (ANN) [19-21]. The CO emulator is called a 
neuro emulator (NE). As a basis for NE we apply multi-
layered perceptron. The task of NE is identification with a 
desired accuracy of internal dependences and external 
connections of the CO, i.e. the development of CO 
identification model [21]. 
 
2.3. Comparison of developed GA efficiency on the  
       example of NE training. 

We proved the efficiency of GA1 - GA10 for the 
example of NE training. The number of neurons in the 
hidden layer of NE is 30. For a representation of ANN we 

used the mathematical function sin(x/3) +0, 25. In Table-5 
(see Appendix) the parameters of GA efficiency research 
are given for the example of ANN training. The number of 
GA1 - GA10 iterations and stops at the ANN training is 
shown in Tables 6 and 7. In Figure-5 we represented the 
diagram of iterations number and GA stops at a local 
optimum. 
 

 
 

Figure-5. Number of GA iterations and stops at local 
optimum during ANN education. 

 
We claim on the basis of Tables 6, 7, and 

interpretation of the data in Figure-5, that the use of GA4 - 
GA10 has advantages comparing with GA1 - GA3. 
Efficiency of GA4 - GA10 is caused by different factors, 
for example, by ability to dynamically adapt their 
parameters, availability of parallelism, etc. GA9 algorithm 
has the least number of iterations and stops at the local 
optimum. Application of GA9 for the training of CO NE is 
more appropriate. 
 
2.4. Comparison of GA efficiency on the example of  
       neuro-fuzzy controller training 

We applied algorithms GA1 - GA10 for NFN1 and 
NFN2 training. The number of neurons in the hidden layers 
of neuro-fuzzy controllers is equal to 30. The parameters 
of GA efficiency researches on the example of NFN1, 
NFN2 is presented in Tables 8 - 10. We cited data from the 
process of NFN1, NFN2 in Tables 8 and 9. This data is the 
average values on the number of iterations and stops for 
each investigated algorithm. Data is clustered to 5 groups 
depending on the number of used training examples. 

We showed the diagram of the number of GA 
iterations and stops at the local optimum at NFN1, NFN2 
training in Figure-6. 
 

 
 

Figure-6. Number of GA iterations and stops at local 
optimum during NFN1, NFN2 training 

 
Analysis of GA1 - GA10 efficiency on the basis of 

data from Tables 9, 10, and Figure-6 allows talking about 
the greater efficiency of GA9 compared to the considered 
analogues. GA9 has the best ratio of GA iterations number 
for the solutions of desired accuracy and stops in the local 
optimums. 
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Large number of tuned NFN1, NFN2 parameters 
complicates the system operation. The increasing of 
generalized examples number affects efficiency of GA 
application. Large number of training examples causes the 
increasing of decision search time. 
 
Conclusions: We have idea about the efficiency of GA1 - 
GA10 algorithms due to the results of presented researches. 
We carried out analysis on the basis of absolute iteration 
number values, GA stops at the local optimum in all 
experiments. In Figure-7 the diagram of number of GA 
general iterations and stops at the local optimum is shown. 
 

 
 

Figure-7. Number of GA general iterations, stops at 
local optimum. 

 
3. CONCLUSIONS 

Analysis of data on Figure-7 allows conclusion 
that GA9 (fuzzy adaptive parallel GA with the complex 
operators of random changes) has the best performance 
compared to the researched analogues. Researches of GA1 
- GA10 proved validity of the suggestion that the use of 
complex operators [14] of random changes is able to 
improve the process of GA convergence. 

Algorithms GA5, GA6 showed good results, but 
absence of parametric adaptation of operators decreases 
their efficiency. Application of the mutation operator of 
reinitialisation positively effects on the algorithm speed of 
search for decisions, but the substantial rise of efficiency 
is not observed. The results of GA2 researches proved that. 
The efficiency of GA9 increased in 1, 06 times (6%) on the 
number of iterations, in 1, 12 times (12%) on the number 
of stops at the local optimum As compared to GA7. The 
efficiency of GA10 increased in 1,005 times (0, 005%) on 
the number of iterations and decreased on 28% on the 
number of stops at the local optimum as compared to GA7. 
The efficiency of GA9 increased in 1,045 times (4, 5%) on 
the number of iterations, the number of stops in 1, 57 
times (57%) in comparing with GA8. The efficiency of 
GA10 decreased in 1, 03 times (3%) on the number of 
iterations, increased in 1, 02 times (2%) on the number of 
stops as compared to GA8. 
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APPENDIX 
 
Table – 3. Number of GA1 - GA10 iterations for F1 - F11 functions. 
 

Function 
Length of 
chromoso

mes 

Number of iterations 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

F1 2300 78 75 82 70 85 94 69 60 36 53 
F2 46 178 132 180 95 90 109 75 88 106 94 
F3 46 453 375 346 235 215 240 195 181 187 203 
F4 230 325 190 150 110 147 152 80 82 75 78 
F5 46 270 231 84 73 76 81 73 54 49 52 
F6 46 323 249 139 117 153 125 62 61 63 55 
F7 46 380 285 141 100 70 65 55 79 59 68 
F8 46 549 354 341 303 301 275 168 193 167 189 
F9 115 215 198 170 143 142 150 72 85 89 92 
F10 69 185 170 171 98 80 83 75 50 78 64 
F11 46 604 513 348 315 307 311 251 275 235 242 

 
          Table – 4. Number of GA1 - GA10 stops for F1 - F11 functions. 
 

Function 
Number GA stops in a local optimum 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

F1 88 76 61 2 15 19 0 0 0 0 
F2 210 185 141 38 45 51 27 36 25 33 
F3 93 86 69 17 21 29 9 17 6 18 
F4 107 99 78 47 49 53 33 45 33 51 
F5 65 59 28 0 5 8 0 0 0 2 
F6 52 48 21 1 7 9 0 0 1 1
F7 73 70 59 10 18 21 3 5 1 7 
F8 278 264 241 54 97 115 57 72 54 49 
F9 47 35 17 0 4 11 0 0 0 0 
F10 189 135 95 23 32 53 0 0 9 19 
F11 289 241 197 25 84 121 27 36 19 28 

 
       Table – 5. Parameters of algorithms researches. 
 

GA 
Allowable error of 

generalization for one training 
example 

Number of 
trials 

Max. number of 
iterations 

Initialization of NE 
parameters 

GA1 - GA10 0,075 1000 1500 random values 

     
     Table – 6. Number of GA1 – GA10 iterations for ANN training. 
 

Number of 
examples 

Length of 
chromoso

m 

Number of GA iterations 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

5 

22080 

33 32 36 25 32 33 35 32 29 30 
10 38 40 37 31 35 34 45 35 31 31 
25 70 70 64 56 61 63 56 57 53 59 
50 72 72 72 65 64 65 64 58 60 62 

100 142 140 138 126 123 117 114 109 110 111 
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       Table – 7. Number of GA1 – GA10 stops for ANN training. 
 

Number of 
examples 

Amount of stops of GA in a localoptimum 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

5 15 16 17 3 13 13 0 0 0 0 
10 19 21 18 5 9 10 1 3 0 0 
25 21 22 20 9 13 15 3 8 3 8 
50 27 25 23 13 14 17 5 9 5 11 
100 33 30 31 17 18 21 10 12 9 13 
 

     Table – 8. Parameters if algorithms researches. 
 

GA 
Allowable error of 

generalization for one 
training example 

Number of 
trials 

Max. number of 
iterations 

Initialization of NFN1, 
NFN2 parameters 

GA1 - GA10 0,075 1000 1500 random values 

     
    Table – 9. Number of GA1 - GA10 iterations for training of NFN1, NFN2 

 
 

Number of 
examples 

Length of 
chromosome 

Number of GA iterations 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

5  

41160  

68  60  57  50  54  52  46  45  44  47  

10  87  85 81  68  76  75  62  61  59  61  

25  114  105  100  77  95  94  68  69  67  71  

50  125  110  109  85  107  103  84  77  74  75  

100  135  125  120  103  118  114  90  90  85  95  

      
   Table – 10. Numbed of GA1 - GA10 stops during NFN1, NFN2 training. 
 
 

Number of 
training 

examples 

Number GA stops in a local optimum 

GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 

5  15 14  15  1  14  14  0  0  0  0  
10  17  16  17  3  11  13  2  2  0  0  
25  26  22  21  5  12  15  6  7  2  5  
50  29  25  25  17  14  18  7  12  4  8  

100  37  35  31  20  19  19  13  15  9  16  
 


