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ABSTRACT
The immense growth in internet technologies leads to increase in size of the web service repository. Normally, all the service requestor expects very qualitative resultant web service for their request. These requestors may not have previous knowledge about their requesting domain. So it is difficult for them to filter out the relevant web service from huge pool of data. Moreover, the resulting of irrelevant services for the user request will affect the user satisfaction. Recommender system is being widely used to recommend products or items to consumer. This system can also be used to recommend a service or a list of service to service requestor. Collaborative filtering technique (CF) is one the efficient recommending system that recommends the service based on the past users experiences or ratings on that service. The past users are the nearest neighbors to the requestors. Traditional CF does the user-based and item-based similarity computation between the users and items for recommendation. They do not take into account nonfunctional components (QOS parameters) of the service which greatly have impact on performance. This paper is a review about CF technique and need of QOS parameter for the recommendation system to improve the performance.
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INTRODUCTION
Web services are modular, self describing applications that are described, published by service providers and invoked by service requestors. They are important in business application. Web services can be dynamically deployed and invoked. Web mining enables Web based businesses to provide the best access routes to services or other advertisements. When a company advertises for services provided by other companies, the usage mining data allows for the most effective access paths to these portals are personalized based on the characteristics (interests, social category, context ...) of an individual.

As there are many web services with the same functionality it is difficult to find appropriate web services based on functional component. Users must be further assisted in selecting the relevant WS for their needs. Sometimes a web service which does not satisfy the user query may be a important service. But due to a mere keyword search it may not be in the resultant set. So explicit user preference is needed to specify

The proliferation of web service in WWW demands very effective selection methods. These selection methods are effectively used to recommend optimal service suitable for their request [1]. Recommender system is a information filtering technique. It plays a vital role for web mining from a pool of services. The explosive growth of e-commerce has led to the development of recommender system [2].

Recommendation system will identify the user like or dislike towards a particular item. The system will predict a item or recommend a set of items that user may prefer [3]. The suggestions given by the system increase its application in ecommerce and business. Several techniques are available that direct the users towards a solution as the searching space is very large.

Recommendation system are of several technique namely Collaborative, Content-based, Demographic, Utility-based and Knowledge-based [4], [5], [6]. They are given in the following table:
Table-1. Recommendation techniques.

<table>
<thead>
<tr>
<th>Types of recommendation technique</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Collaborative</td>
<td>Identify similar users to active users and predict or recommend from their ratings</td>
</tr>
<tr>
<td>2. Content-based</td>
<td>Users rating for the items are the input. Using the features of the items it generates a classifier that fits the user rating and uses it on item</td>
</tr>
<tr>
<td>3. Demographic</td>
<td>Based on demographic information of users similar users are identified and recommended using their ratings</td>
</tr>
<tr>
<td>4. Utility-based</td>
<td>A utility function over the item that describes the user preference is given. Using the features of the item and on applying utility function item is ranked</td>
</tr>
<tr>
<td>5. Knowledge-based</td>
<td>Features of the item and user preference is taken as Input and on matching both recommendation is given</td>
</tr>
</tbody>
</table>

Among the above recommendation techniques, collaborative technique is most widely used. It works based on the historical information on users and the items. It is successfully used in marketing of a product to improve the sales of a product. This paper provides an insight into various collaborative techniques and impact of recommendation based on QoS properties of services.

Collaborative techniques are one of the recommender techniques that recommend services to the current user by automatically extracting preferences from similar users to current users [7]. Not all the users of a particular item are similar users. Those users who have same experiences on same set of service invocation are similar users [1].

The basic assumption is that if x and y are two users experiencing similarly rating will also have same behavior to other items [8]. CF techniques use a database of preferences for items by users to predict additional topics or products a new user [9].

In a typical CF scenario, let m be list of users \{u1, u2…um\} and n be a list of items (services) \{s1, s2… ….sn\} and each user have rated and some may not have rated. The ratings can either be explicit indications, and so forth, on a 1-5 scale [10]. The user-item matrix is given below

Table-2. A simple example of ratings matrix.

<table>
<thead>
<tr>
<th>Users /Items (services)</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>4</td>
<td>?</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>U2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>?</td>
</tr>
<tr>
<td>U3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>?</td>
</tr>
<tr>
<td>U4</td>
<td>4</td>
<td>4</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>U5</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

The numbers are ratings of user on item (services) and some of the values are missing value (?) which leads to sparsely db.

**CF technique is categorized into**

- (a) Memory based
- (b) model based
- (c) hybrid approaches

Memory based CF will generate predictions from sample of user-item database with ratings. Model based CF will use a model of datamining and machine learning algorithm to predict the suggestions. There are some limitations in memory based algorithms. It always depends on the ratings provided on common items and so it is unreliable when database is sparse. To overcome this, the model based algorithm design a model which will learn to predict [11].

Another important class of recommendation system is content based system which will consider the textual information and find out the regularities and patterns. From the content, only uses the user-item ratings data to make predictions and recommendations, while content-based recommender systems rely on the features of users and items for predictions [12].

But both the CF technique and Content-based technique have limitations that CF do not include the features explicitly whereas content-based do not necessarily incorporate the information of preference in similarity across individuals [13].

Hybrid CF techniques which is combination of (a) CF techniques, (b) CF techniques and other recommendation techniques (c) multilevel combination of both the techniques are designed to overcome the shortcomings of CF and content-based systems [14].

**CHALLENGES OF COLLABORATIVE TECHNIQUES**

All the recommendation technique work dynamically on time to time changing environment.
Efficient recommendation techniques are to overcome the following challenges of CF techniques [15].

Data sparsity: The user or item rating matrix is the input for CF technique. As it is filled with ratings, many entries are null for which the user has not rated. This led the database to sparse which reduce the prediction performance.

Cold start problem- when a new user has entered to db there won’t be any history created (also called new user problem or new item problem).

Scalability: As the number of existing users and items grows tremendously the db will expand and shrink from which the ratings are taken to predict. This may lead to false prediction performance result.

Synonymy: Usually there are items with the same characteristics but with different names or entries. This item though they are similar and some time very near to active user they are not considered due to lack of meaning.

Gray sheep: There are users whose opinion will not be similar with anyone. So it is difficult for them to give recommendation as well as to take account their ratings.

Shilling attacks: As recommendation system is mainly used for business improvement of a product, the users are going to be their competitors. There is possibility of giving negative ratings for the opponent’s item. Similarly, strongly rating their own product. This may lead to false prediction performance result.

Other challenges: Noisy data and explain ability are other challenges.

Fast and accuracy of the recommendation system is decided based on dealing this challenge.

COLLABORATIVE TECHNIQUES

a) Memory-based collaborative filtering techniques

Memory-based CF algorithms use the entire or a sample of the user-item database to generate a prediction. Every user is part of a group of people with similar interests. By identifying the so-called neighbors of a new user (or active user), a prediction of preferences on new items for him or her can be produced.

Neighborhood-based CF algorithm

This algorithm calculates the similarity measure between two similar users. The following are the steps involved [16].

Step-1: Calculate the similarity \( w_{i,j} \), which reflects distance, correlation, or weight, between two users or two items, \( i \) and \( j \).

Step-2: Produce a prediction using weighted average of all the ratings (or simple weighted average) of the user or item on a certain item or user.

Top-N recommendations

Step-1: Find \( k \) most similar users or items by computing similarities between them

Step-2: Aggregate the nearest neighbor.

Step-3: Sort them and recommend top- \( N \) in the list

1. Similarity computation

Pearson correlation will calculate linear relation between two variables [17] [18] [19]. Two types are user-based and item-based computation.

User-based: The correlation between two users \( u \) and \( v \) is

\[
w_{u,v} = \frac{\sum_{i \in I} (r_{u,i} - \bar{r}_u)(r_{v,i} - \bar{r}_v)}{\sqrt{\sum_{i \in I} (r_{u,i} - \bar{r}_u)^2} \sqrt{\sum_{i \in I} (r_{v,i} - \bar{r}_v)^2}}
\]

where \( i \in I \) that summations are over the items that both the users \( u \) and \( v \) have rated \( r_{u,i} \) is the average rating of the co-rated items of the \( u \)th user.

Item-based: The set of users \( u \in U \) who rated both items \( i \) and \( j \), then the Pearson Correlation [19] will be

\[
w_{i,j} = \frac{\sum_{u \in U} (r_{u,i} - \bar{r}_i)(r_{u,j} - \bar{r}_j)}{\sqrt{\sum_{u \in U} (r_{u,i} - \bar{r}_i)^2} \sqrt{\sum_{u \in U} (r_{u,j} - \bar{r}_j)^2}}
\]

Types of Pearson similarity

Constrained Pearson: correlation: use midpoint instead of mean rate.

Spearman rank correlation: ratings are ranks

Kendall’s correlation: relative ranking is used [20] [21]. For user-based approach, the similarity is found between two users who have rated or experienced same items. They are co-rated users. For item-based approach, similarity between the items for which a user has rated is computed. They are corated items [22].

Vector Cosine-Based Similarity. This computes the similarity between two documents. The word frequencies are stored as vectors. The cosine angle for the frequency vectors is computed. Formally, if \( R \) is them \( \times n \) user-item matrix, then the similarity between two items, \( i \) and \( j \), is defined as the cosine of the \( n \) dimensional vectors corresponding to the \( i \)th and \( j \)th column of matrix \( R \).

Vector cosine similarity between items \( i \) and \( j \) is given by
As the vector formed from word frequency and user rating may be in different scale, vector cosine formulae is adjusted by subtracting the corresponding user average from each co-rated pair [23].

Other similarities: Another similarity measure is conditional probability-based similarity [24].

PREDICTION AND RECOMMENDATION COMPUTATION
Predicting and recommendation is ultimate result of the algorithm. In basic neighborhood-based collaborating algorithm, from nearest neighbor the aggregate of the similarity with the active user is calculated from which prediction is obtained [25].

Weighted sum of others’ ratings: The weighted average of all the ratings on particular item I for the active user a will give the prediction by following formula:

\[
P_{a,i} = \overline{r_a} + \frac{\sum_{u \in U} (r_{u,i} - \overline{r_u}) \cdot w_{a,u}}{\sum_{u \in U} w_{a,u}}
\]

Where \( r_a \) and \( r_u \) are the average ratings for the user a and user u on all other rated items, and \( w_{a,u} \) is the weight between the user a and user u. The summations are over all the users \( u \in U \) who have rated the item i

Simple weighted average: For item-based prediction, we can use the simple weighted average to predict the rating, \( P_{u,i} \), for user u on item i

\[
P_{u,i} = \frac{\sum_{n \in N} r_{u,n} w_{i,n}}{\sum_{n \in N} w_{i,n}}
\]

Where the summations are over all other rated items \( n \in N \) for user u, \( w_i \), n is the weight between items i and n, \( r_{u,n} \) is the rating for user u on item n.

Top-N recommendations: Top-N recommendation is to recommend a set of N top-ranked items that will be of interest to a certain user. Top-N recommendation techniques analyze the user-item matrix to discover relations between different users or items and use them to compute the recommendations.

User-based top-N recommendation
The algorithm result in N recommendations

\[
w_{i,j} = \cos(\vec{i}, \vec{j}) = \frac{i \cdot j}{\|i\| \cdot \|j\|}
\]

a) Use Pearson or vector similarity identify k neighbor to active user.
b) Each user is treated as a vector in the m-dimensional item space
c) Similarities between the active user and other users are computed between the vectors.
d) After the k most similar users have been discovered, their corresponding rows in the user-item matrix R are aggregated to identify a set of items, C, purchased by the group together with their frequency.
e) With the set C, user-based CF techniques then recommend the top-N most frequent items in C that the active user has not purchased.

User-based top-N recommendation algorithms have limitations related to scalability and real-time performance [24].

Item based top-N recommendation
This algorithm overcomes the limitation of user based algorithm.

1) Compute the k most similar items for each item by similarities.
2) Form a candidate set C (take the union of k and remove already purchased items in set U.
3) Find similarity between C and U.
4) Sort the result set C in decreasing order of similarity.
5) Top-N list is recommended.

The limitation is it produces suboptimal result due to joint distribution of different individual item in the set.

This is overcome by item-based top-N recommendation algorithms that use all combinations of items up to a particular size when determining the item sets to be recommended to a user [12].

Extensions to memory-based algorithms

Default voting
The similarity value mainly depends on similar users rating. If the numbers of similar users are less in number then decision is based on very few ratings. The result is not reliable. It is solved by

(a). Assuming some default voting values for the missing ratings can improve the CF prediction performance [17].

(b). Reducing the weight of users that have fewer than 50 items in common [26].

(c). Uses the average of the clique [27].

(d). Use neutral or negative preference for the unobserved ratings [17].

Inverse user frequency
Universally liked items are not as useful in capturing similarity as less common items. The inverse frequency can be defined as \( f_j = \log(n/n_j) \), where \( n_j \) is the
number of users who have rated item \(j\) and \(n\) is the total number of users[28].

**Case amplification**

Case amplification refers to a transform applied to the weights used in the basic collaborative filtering prediction. The transform emphasizes high weights and punishes low weights. Case amplification reduces noise in the data. It tends to favor high weights as small values raised to a power become negligible [29].

**Imputation-boosted CF algorithms**

When the user-item matrix is very sparse, prediction is not accurate. **Imputation-boosted collaborative filtering (IBCF)**, which first uses an imputation technique to fill in the missing data and then find similarity. Mean imputation, linear regression imputation, and predictive mean matching imputation technique to fill in the missing data and then find similarity. Mean imputation, linear regression imputation, and predictive mean matching imputation, Bayesian multiple imputation, and machine learning classifiers (including naïve Bayes, SVM, neural network, decision tree, lazy Bayesian rules) as imputers for IBCF are effective [30] [31] [32].

**Weighted majority prediction**

This makes its prediction using the rows with observed data in the same column, weighted by the observed similarity between the rows, with binary rating values [33].

**b) Model-based collaborative filtering techniques**

Designing of data mining or machine learning algorithm which will study on complex patterns based on training data and make predictions.

Model-based CF algorithms are

1. Bayesian models
2. Clustering models
3. Dependency networks solve the shortcomings of memory-based CF algorithm [34]

**A. Bayesian belief net CF algorithms**

A Bayesian belief net (BN) is a directed, acyclic graph (DAG) with a triplet \(\mathcal{N}, A, \Theta\), where each node \(n \in \mathcal{N}\) represents a random variable, each directed arc \(a \in A\) between nodes is a probabilistic association between variables, and \(\Theta\) is a conditional probability table quantifying how much a node depends on its parents . Bayesian belief nets (BNs) are often used for classification tasks [35].

**Simple Bayesian CF algorithm**

The simple Bayesian CF algorithm uses a naïve Bayes (NB) strategy to make predictions for CF tasks. Assuming the features are independent given the class, the probability of a certain class given all of the features can be computed, and then the class with the highest probability will be classified as the predicted class (the subscript \(o\) in the following equation indicates observed values[36]).

\[
\text{class} = \arg \max_{j \in \text{classSet}} p\left(\text{class}_j \mid x_0\right) \prod_{o} p\left(x_0 = x_o \mid \text{class}_j\right)
\]

The Laplace Estimator is used to smooth the probability calculation and avoid a conditional probability of 0.

\[
p\left(x_i = x_j \mid Y = y\right) = \frac{\#(x_i = x_j, Y = y) + 1}{\#(Y = y) + |X_i|}
\]

where \(|X_i|\) is the size of the class set \(\{X_i\}\) [37].

**NB-ELR and TAN-ELR CF algorithms**

Because of the limitations of the simple Bayesian algorithm for CF tasks, advanced BNs CF algorithms, with their ability to deal with incomplete data, can be used instead. Extended logistic regression (ELR) is a gradient-ascent algorithm, which is a discriminative parameter-learning algorithm that maximizes log conditional likelihood.

**TAN-ELR and NB-ELR** (tree augmented naïve Bayes and naïve Bayes optimized by ELR, resp.) have been proven to have high classification accuracy for both complete and incomplete data [38].

**Other Bayesian CF algorithms**

**Bayesian belief nets with decision trees at each node:**

This model has a decision tree at each node of the BNs, where a node corresponds to each item in the domain and the states of each node correspond to the possible ratings for each item.

Baseline Bayesian model uses a Bayesian belief net with no arcs (baseline model) for collaborative filtering and recommends items on their overall popularity. However, the performance is suboptimal [39].

**B. Clustering CF algorithms**

A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. The measurement of the similarity between objects is determined using metrics such as Minkowski distance and Pearson correlation. For two data objects, \(X = (x_1, x_2, \ldots, x_n)\) and \(Y = (y_1, y_2, \ldots, y_n)\), the popular Minkowski distance is defined as

\[
d(X, Y) = \sqrt[q]{\sum_{i=1}^{n} |x_i - y_i|^q}
\]
where \( n \) is the dimension number of the object and \( x_i, y_i \) are the values of the \( i \)th dimension of object \( X \) and \( Y \) respectively and \( q \) is a positive integer. When \( q = 1 \), \( d \) is Manhattan distance; when \( q = 2 \), \( d \) is Euclidian distance [40].

Clustering methods can be classified into three categories:

a) partitioning methods
b) density-based methods
c) hierarchical methods

Partitioning method
A commonly-used partitioning method is k-means, which has two main advantages, relative efficiency and easy implementation.

Density-based clustering methods
Typically search for dense clusters of objects separated by sparse regions that represent noise. DBSCAN and OPTICS are well-known density-based clustering methods.

Hierarchical clustering methods
Example is BIRCH creates a hierarchical decomposition of the set of data objects using some criterion. Clustering models have better scalability than typical collaborative filtering methods because they make predictions within much smaller clusters rather than the entire customer base [41]-[45].

Regression-based CF algorithms
A regression method uses an approximation of the ratings to make predictions based on a regression model. Let \( X = (X_1, X_2, \ldots, X_n) \) be a random variable representing a user’s preferences on different items. The linear regression model can be expressed as

\[
Y = \Lambda X + N
\]

where \( \Lambda \) is a \( n \times k \) matrix. \( N = (N_1, \ldots, N_n) \) is a random variable representing noise in user choices, \( Y \) is an \( n \times m \) matrix with \( Y_{ij} \) is the rating of user \( i \) on item \( j \) and \( X \) is \( k \times m \) matrix with each column as an estimate of the value of the random variable \( X \).

MDP-based CF algorithms
An MDP is a model for sequential stochastic decision problems, which is often used in applications where an agent is influencing its surrounding environment through actions. An MDP can be defined as a four-tuple: \( S, A, R, Pr \), where \( S \) is a set of states, \( A \) is a set of actions, \( R \) is a real-valued reward function for each state/action pair, and \( Pr \) is the transition probability between every pair of states given each action.

Latent semantic CF models
A Latent semantic CF use latent class variable that discover user communities and prototypical interest profiles. Conceptionally, it decomposes user preferences using overlapping user communities. The main advantages of this technique over standard memory-based methods are its higher accuracy and scalability [46].

Other model-based CF techniques
Association rule based CF use traditional association rule mining algorithm to find rules for developing top-N recommender systems. They find the top-N items by simply choosing all the rules that meet the thresholds for support and confidence values, sorting items according to the confidence of the rules so that items predicted by the rules that have a higher confidence value are ranked higher, and finally selecting the first \( N \) highest ranked items as the recommended set [47].

C. Hybrid collaborative filtering techniques
Hybrid recommender systems combine two or more recommendation techniques to gain better performance with fewer of the drawbacks of any individual one. Hybrid CF systems combine CF with other recommendation techniques (typically with content-based systems) to make predictions or recommendations. Table-3 shows some of the combination methods that have been employed. While the space remains to be fully explored, research has provided some insight into the question of which hybrid to employ in particular situations.
Table-3. Hybridization methods.

<table>
<thead>
<tr>
<th>Hybrid method</th>
<th>Description</th>
<th>Existing work</th>
<th>Combination of recomm. tech.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted</td>
<td>The scores (or votes) of several recommendation techniques are combined together to produce a single recommendation</td>
<td>1. P-Tango[48] 2. (Pazzani 1999) [49] 3. Towle and Quinn 2000 [50]</td>
<td>1. CF/CN 2. CF/DM 3 CF/KB</td>
</tr>
<tr>
<td>Switching</td>
<td>The system switches between recommendation techniques depending on the current situation.</td>
<td>1. (R. Burke 2002) [51] 2. (Tran and Cohen, 2000) [52]</td>
<td>1. CF/CN 2. CF/KB</td>
</tr>
<tr>
<td>Mixed</td>
<td>Recommendations from several different recommenders are presented at the same time</td>
<td>1 PTV, Prof Builder [53]</td>
<td>CF/CN</td>
</tr>
<tr>
<td>Cascade</td>
<td>One recommender refines the recommendations given by another</td>
<td>1. Fab [56] 2. EntreeC [57]</td>
<td>1. CF/CN 2. KB/CF</td>
</tr>
<tr>
<td>Feature augment -ation</td>
<td>Output from one technique is used as an input feature to another</td>
<td>1. Libra [58] 2. Group Lens (1999) [59]</td>
<td>1. CF/CN 2. KB/CF</td>
</tr>
<tr>
<td>Meta-level</td>
<td>The model learned by one recommender is used as input to another</td>
<td>1. Fab, (Condliff, et al. 1999), Labo Ur [56]</td>
<td>1. CN/CF</td>
</tr>
</tbody>
</table>

The hybridization strategy must be a function of the characteristics of the recommenders being combined. More research is needed to establish the tradeoffs between these hybridization options.

Evaluation metrics for recommendation system

The quality of the recommendation system is measured through by evaluating the system by metrics [60]. The choosing of metric depends on the approach applied in the system. The metrics are classified into:

- Predictive accuracy metrics
  - Mean Absolute Error (MAE) and Normalized MAE
  - Classification accuracy metrics
  - Precision
  - Recall
  - F1-measure
  - ROC sensitivity curve
  - Rank accuracy metrics
  - Pearson’s product-moment correlation
  - Kendall’s Tau
  - Mean Average Precision
  - Half-life utility
  - Normalized distance-based performance metric

We only discussed the commonly used Predictive accuracy and classification accuracy metrics.

Predictive accuracy metrics

Mean Absolute Error (MAE) and Normalized MAE:

$$ Mean \ Absolute \ Error = \frac{\sum_{(u,i) \in T} | \hat{r}_{ui} - r_{ui} |}{N} $$

Where

- $r_{ui}$ = actual rating of user u for item i,
- $\hat{r}_{ui}$ = predicted rating
- $T$ = number of test data(user-item pair)
- $N$ = total ratings of overall users

When the ratings are in different numerical scale NMAE is used which normalizes MAE for error correction.

$$ normalized \ MAE = \frac{MAE}{r_{\text{max}} - r_{\text{min}}} $$

Where

- $r_{\text{max}} - r_{\text{min}}$ is difference between maximum and minimum rating values

Classifying metrics

These metrics classify produced recommendations into groups as indicated in Table-4.
Table 4. Classification metrics.

<table>
<thead>
<tr>
<th></th>
<th>Recommended</th>
<th>Not recommended</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used</td>
<td>True positive (TP)</td>
<td>False negative (FN)</td>
<td>Total used</td>
</tr>
<tr>
<td>Not used</td>
<td>False positive (FP)</td>
<td>True Negative (TN)</td>
<td>Total not used</td>
</tr>
<tr>
<td>Total</td>
<td>Total recommended</td>
<td>Total not recommended</td>
<td>Total T</td>
</tr>
</tbody>
</table>

Once categories are defined, metrics will be calculated according to the following formulae:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall (True Positive Rate)} = \frac{TP}{TP + FN}
\]

F-measure is introduced as a measure of the harmonic mean of precision and recall

\[
F\text{-Measure} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

ROC sensitivity curve

ROC emphasizes the items that are not preferred but are recommended. An ROC (Receiver Operating Characteristic) curve is a two-dimensional depiction of classifier performance, on which TPR (true positive rate) is plotted on the Y-axis and FPR (false positive rate) is plotted on the X-axis. ROC sensitivity is given by the Area under the ROC Curve (AUC).

\[
AUC = \frac{S_0 - n_0(n_0 + 1)/2}{n_0n_1}
\]

Where \(n_0\) and \(n_1\) are number of negative and positive examples and \(S_0\) is summation of the rank of the positive example.

IMPROVING THE RECOMMENDATION PERFORMANCE BASED ON QOS PARAMETER

QoS is a set of performance and domain-dependent attributes that has a substantial impact on WS requesters’ expectations. Thus, it can be used for distinguishing between many functionally equivalent WSs that are available nowadays [61].

A web service is formally described in a standardized language (WSDL). The service description may include the names and types of input and output parameters, preconditions and effects, as well as Quality of Service (QoS) attributes, such as price, execution time, availability, and reputation. As web services and service providers proliferate, there will be a large number of candidate, and likely competing, services for fulfilling a desired task. Hence, effective service discovery mechanisms are required for identifying and retrieving the most appropriate services [62].

QoS based Web Service Selection plays an essential role because consumers want to use the services that meet their requirements. Currently web service selection is based on reputation [63].

Recommendation is calculated based on the ratings provided by the user for each web service. As the ratings alone cannot describe the quality of web service, other QoS parameters should also be considered. The seven QoS parameters considered in this paper are execution time, response time, throughput, scalability, reputation, accessibility and availability [64].

Among different QoS properties of WSs, some properties are user independent and have identical values for different users (e.g., price, popularity, availability, etc.). The values of the user independent QoS properties are usually offered by service providers or by third-party registries (e.g., UDDI). On the other hand, some QoS properties are user dependent and have different values for different users (e.g., response time, invocation failure rate, etc.). Obtaining values of the user dependent QoS properties is a challenging task, since real-world Web service evaluation in the client side is usually required for measuring performance of the user dependent QoS properties of Web services.

Client-side Web service evaluation requires real-world Web service invocations and encounters the following drawbacks: most service users are not experts on Web service evaluation. However, without sufficient client-side evaluation, accurate values of the user dependent QoS properties cannot be obtained. Optimal Web service selection and recommendation are thus difficult to achieve.

To attack this critical challenge, we propose a collaborative filtering based approach for making personalized QoS value prediction for the service users.

Generally, service QoS information is derived in three ways: delivered by services providers, evaluated based on user feedback and predicted based on monitoring information [65].

In collaborative filtering methods, predicting QoS for a user is done by referring to information from similar users. The user environment and input have more influence on personalized QoS prediction.

QOS parameters

The following are the nonfunctional parameters of services provided by the service providers.

**Accessibility**

The degree of response to service request.

**Accuracy**

The probability of giving accurate result to the request.
Reliability
The ratio between the time to request web service and all of the time the request in specific time.

Response time
The time measured from the time since the users send request to respond.

Scalability
Refers to the ability to consistently serve the request when there is increase or decrease in volume of requests.

Throughput
Maximum number of services can process for a unit time.

A. (Data sparsity, scalabilitygray sheep problem)
Szu-Yin Lin, "A trustworthy QoS-based collaborative filtering approach for web service discovery "is probabilistic approach that predict QOS values from past use r experience. It is based on Bayesian inference model and matrix formulation method [66].

B. (Noisy data)
Chengying Mao, Jifu Chen, - QoS Prediction for Web Services Based on Similarity-Aware Slope One Collaborative Filteringattempts to predict missing QOS value and recommend service by combining Pearson similarity and Slope One method. In the paper, we adopt the Pearson similarity between two services as the weight of their deviation. Meanwhile, some strategies like weight adjustment and SPC based smoothing are also utilized for reducing prediction error. In order to evaluate the validity of our algorithm (i.e., similarity-aware Slope One algorithm, SASO) [67].

C. (data smoothing, data sparsity, scalability)
Jian Wu, Liang Chen, Yipeng Feng, Zibin Zheng, rPredicting Quality of Service for Selection by Neighborhood-Based Collaborative Filtering proposes neighbourhood based filtering approach to predict missing QOS value, adjusted cosine vector similarity to remove different scale of value and similarity fusion approach to solve data sparsity [68].

D Shao et al. propose a user-based personalized QoS value prediction for Web services. [69].

CONCLUSIONS
As the number of web service increases, it is difficult for the user to decide the apt service. Also, as most of the users may have limited knowledge in all the domains and about web service description, they need a recommendation or suggestions to choose a service suitable for their request.

Traditional searching method follows keyword searching which mere a word is matching. It results in both the relevant and irrelevant service list. Again the list will have many similar services for a single purpose itself. This is because more than one service provider can publish service for same function. Here, the user needs to select an optimal service among similar service. Similar services can be differentiated based on non functional components called QOS properties.

Already, many existing systems are there which use either functional parameter or non-functional parameter to answer a request. Collaborative technique is one of the widely used techniques that recommend service based on past users experiences towards a service already they have used. This past users is those who will have same interest as active users. Their experiences can be collected as ratings or preferences given as grades e.t.c. After finding out the similar users, the algorithm will predict suitable service by comparing the past users rating and new active user’s request.

As non-functional parameters are very important (proved from many existing research) for web service selection, considering QOS properties in similarity computation of CF algorithm will have a positive impact on prediction performance. When QOS is considered, the filtering of suitable web services from much similar web service collection can be finely tuned with tradeoff between QOS parameters. This recommendation will increase user satisfaction. This paper will give an insight on Collaborating filtering technique and proof for the above said proposal.
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