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ABSTRACT 

Web Mining is the integration of information gathered by traditional Data Mining methodologies and techniques 
with information gathered over the World Wide Web. The World Wide Web today provides users access to extremely 
large number of Web sites many of which contain information of education and commercial values. Web mining research, 
in its last 15 years, has on the other hand made significant progress in categorizing and extracting content from the Web. 
Nowadays the Web has proved to be as a rich and extraordinary data source of information, where multiple domains can be 
accessed and mined. Mining Web data is referred as Web Mining. Some of the objectives of mining web data include 
finding relevant information discovering new knowledge from web personalized, web synthesis and learning about 
individual users. Amongst these the most common use is finding relevant information. In this paper, we represent Web 
Prediction Method on Social Network Analysis. These techniques can be used for real world applications like market 
strategies, business intelligence and etc... Social Networks the interest of a single user represents the interest of the whole 
group. Ontology defines a set of representational primitives with which to model a domain of knowledge or discourse. 
 
Keywords: web mining, data mining, world wide web, social networks, ontology. 
 
1. INTRODUCTION 

Web mining is the application of data mining 
techniques to extract knowledge from web data, i.e. web 
content, web structure, and web usage data. Web mining is 
the use of data mining techniques to automatically 
discover and extract information from Web documents and 
services [2]. 
 
Web mining taxonomy 

Web mining can be broadly divided into three 
distinct categories, according to the kinds of data to be 
mined. 
 
A. Web content mining 

Web content mining is the process of extracting 
useful information from the contents of web documents. 
Content data is the collection of facts a web page is 
designed to contain. It may consist of text, images, audio, 
video, or structured records such as lists and tables. 
Application of text mining to web content has been the 
most widely researched. Issues addressed in text mining 
include topic discovery and tracking, extracting 
association patterns, clustering of web documents and 
classification of web pages. Research activities on this 
topic have drawn heavily on techniques developed in other 
disciplines such as Information Retrieval (IR) and Natural 
Language Processing (NLP). While there exists a 
significant body of work in extracting knowledge from 
images in the fields of image processing and computer 
vision, the application of these techniques to web content 
mining has been limited. 
 
B. Web structure mining 

The structure of a typical web graph consists of 
web pages as nodes, and hyperlinks as edges connecting 

related pages. Web structure mining is the process of 
discovering structure information from the web. 
 
C. Web usage mining 

Web usage mining is the application of data 
mining techniques to discover interesting usage patterns 
from web usage data, in order to understand and better 
serve the needs of web-based applications. Usage data 
captures the identity or origin of web users along with 
their browsing behavior at a web site. 

 

 
 

Figure-1. Taxonomy of web mining. 
 

2. EASE OF USE 
Four Steps in Content Web Mining 
 When extracting Web content information using 
web mining, there are four typical steps. 
 
 Collect - fetch the content from the Web 
 Parse - extract usable data from formatted data 

(HTML, PDF, etc) 
 Analyze - tokenize, rate, classify, cluster, filter, sort, 

etc. 
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 Produce - turn the results of analysis into something 
useful (report, search index, etc) 

 
User profiles 

The web has taken user profiling to new levels. 
For example, in a “brick-and-mortar” store, data collection 
happens only at the checkout counter, usually called the 
“point-of-sale.” This provides information only about the 
final outcome of a complex human decision making 
process, with no direct information about the process 
itself. In an on-line store, the complete click-stream is 
recorded, which provides a detailed record of every action 
taken by the user, providing a much more detailed insight 
into the decision making process [1]. 
 
3. ONTOLOGY BUILDING FROM WEB 

Ontology learning is defined as an approach of 
ontology building from knowledge sources using a set of 
machine learning techniques and knowledge acquisition 
methods. Ontology from texts is a specific case of 
Ontology from Web and has been widely used in the 
community f engineering knowledge since texts are 
semantically richer than the other data source type. These 
approaches are generally based on the use of textual 
corpora. This one should be a representative of the 
domain for what we are trying to build ontology. By 
applying a set of text mining techniques, granular ontology 
is enriched with concepts and relationships discovered 
from textual data. In such approach, human intervention is 
required to validate the relevance of learned concepts and 
relationships. In the last decade, with the enormous 
growth of Web information, Web has become as important 
source of information for knowledge acquisition: due to its 
huge size and heterogeneity. This has been the cause of 
mainly two categories of Ontology approaches: ontology 
learning from textual content of the Web, ontology 
learning from online Web ontology’s, from web dictionary 
and from Web heterogeneous sources. 
 
A. Ontology learning approaches from Web documents 

Ontology from Web documents require the same 
techniques used before for ontology extraction from 
texts. Several approaches are based on eliminating tags 
from documents to obtain plain texts on which traditional 
text mining texts could be applied. We propose to classify 
these approaches to domain- dependant Ontology and 
incremental Ontology. 
 
B. Domain- Dependent approach for Ontology 
learning from textual documents 

Ontology approaches from Web content consists 
generally in enriching a small ontology called "minimal" 
or "granular” with new concepts and new relationships 
using text mining techniques. Learning ontology’s from 
texts has been widely used in the community of 
knowledge engineering. This is in particular the work of: 
[9, 10, 11, 14, 15, 16, 17, 18]. However, no sufficiently 
detailed methodology has been presented to assist the 
learning process ontology. Indeed, the literature is 

limited to the presentation of guidelines more or less 
general. Thus, for each approach, it is important to 
know the aims and scope of the learning process, its main 
stages, the sources of knowledge used in learning, the 
main techniques applied in the process, re-usability of 
ontology’s existing and the study of its feasibility. These 
approaches to ontology learning from text are generally 
based on the use of a corpus of texts. This corpus should 
be representative of the domain of the ontology. Using a 
set of techniques, we try to project in the ontology   
knowledge contained   in texts by extracting concepts and 
relations. 
 
 We distinguish mainly five categories of text 
mining techniques: 

 Linguistic techniques and lexico-syntactic 
patterns; 

 Clustering techniques and / or classification 
techniques; 

 Statistical techniques; 
 Association rule based techniques  
 and hybrid ones. 

 
 Besides of ontology learning from texts, ontology 
learning from Web appears to be a second category in 
domain-dependant Ontology. 

The most known approaches exploit the textual 
Web content to enrich concepts using Word net Several 
approaches described in and enrich ontology’s from Web 
documents. 

Another approach is proposed in order to reduce 
the terminological and conceptual ambiguity among 
members of a virtual community. This approach proposes 
the discovery of concepts and relations from the Web 
sites and lead to the development by the system Onto 
Learn [13]. 

In these approaches, domain knowledge a priori 
is required. For this reason, they are dependent to the 
domain of the ontology and the collection of Web 
documents related to this domain need user intervention. 
 
C. Incremental approach for Ontology learning from  
    Web documents 
 On the other hand, other approaches are 
dedicated to the ontology building from Web, which is 
based on the generation of taxonomies without the use of 
knowledge or a priori or processing techniques of natural 
language and use of large corpus or thesaurus. The same 
approach were improved in [19] to an incremental 
approach of ontology learning from Web. In [19], a study 
of several types of available Web search engine and how 
they can be used to assist the learning process (searching 
web resources and compute IR measures). The learning 
process proposed by this approach is based on four steps: 
 
 Taxonomic learning: the user starts to specify 

keyword used as a seed for the learning process from 
Web using a web search engine, the output of this step 
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is one-level taxonomy, a set of verbs appearing in the 
same context as extracted concepts. 

 No-taxonomic learning: verb list and keywords are 
used as bootstrap for construction domain related 
patterns and to construct query to search engine. 

 Recursive learning: The   two   previous   learning 
stages are recursively executed for each discovered 
concept. 

 Post-processing step cons is ts  in refining and 
evaluating the obtained ontology. 

 This approach is domain independent and incremental. 
In the same context, our previous work was done. 
We have proposed an incremental approach of 
ontology learning from Web. We combined many text 
mining techniques and use an ontology-based IR 
System to classify the web documents. 

 
D. Web structure mining-based approach for  
     Ontology learning from Web 

In [20], the underlying assumption behind this 
work is that the noun phrases appearing in the headings of 
a document as well as the document’s hierarchical 
structure can be used to discover the concepts and 
taxonomic relations from documents. 

A system that supports this approach is 
implemented and applied on a set of Arabic agricultural 
extension documents. It takes as input a root concept, 
analyzes all input documents’ heading structure, extracts 
concepts from headings and builds a taxonomical ontology 
[21] 

In this section, several approaches of ontology 
learning from web were detailed. Ontology extraction 
from texts belongs to this same work. 
 
4. SOCIAL NETWORK ANALYSIS 

Social network analysis deals with the 
interactions between individuals by considering them as 
nodes of a network (graph) whereas their relations are 
mapped as network edges. Social networks, such as 
Facebook and Bebo, are essentially online communities 
that allow users to come together, communicate and share 
things such as photographs, music or other files; and, most 
prolifically, to create short messages, often in the style of 
a mobile phone text message but shared among a group. 
People use the sites to ask their friends questions, say how 
they feel today and what they are up to, to comment on 
something they have seen on someone‟s page. A social 
network is the network of relationships and interactions 
among social entities such as individuals, groups of 
individuals, and organizations. Since the rise of Internet 
and the World Wide Web has enabled us to investigate 
large -scale social networks, there has been growing 
interest in social network analysis. 

A social network is usually formed and 
constructed by daily and continuous communication 
between people and therefore includes different 
relationships, such as the positions, between ness and 
closeness among individuals or groups [22]. In order to 
understand the social structure, social relationships and 

social behaviors, social network analysis therefore is an 
essential and important technique. Research on social 
networks could be traced back to sociology, anthropology 
and epidemiology 

Social Networks analysis and the direction of the 
research are therefore now moving from sociology to 
computer science. For social networks analysis, the 
analysis targets are mainly focused on resources from the 
web, such as its content, structures and the user behaviors. 
Application of data mining techniques to the World Wide 
Web, referred to as Web mining, can be used for the 
analysis of social networks [23]. In web mining, main 
analysis targets are from the World Wide Web, in the 
form of web content mining, web structure mining and 
web usage mining [24]. 
 
5. WEB TEXT MINING 

Text Mining is the discovery by computer of 
new, previously unknown information, by automatically 
extracting information from different written resources. A 
key element is the linking together of the extracted 
information together to form new facts or new hypotheses 
to be explored further by more conventional means of 
experimentation. Text mining is different from what are 
familiar with in web search. In search, the user is typically 
looking for something that is already known and has been 
written by someone else. The problem is pushing aside all 
the material that currently is not relevant to your needs in 
order to find the relevant information. In text mining, the 
goal is to discover unknown information, something that 
no one yet knows and so could not have yet written 
down. 

Text  mining  is  a  variation  on  a  field  called  
data mining [5], that tries to find interesting patterns from 
large databases. Text mining, also known as Intelligent 
Text Analysis, Text Data Mining or Knowledge-Discovery 
in Text (KDT), refers generally to the process of extracting 
interesting and non-trivial information and knowledge 
from unstructured text. Text mining is a young 
interdisciplinary field which draws on information 
retrieval, data mining, machine learning, statistics and 
computational linguistics. CBIR will retrieve more similar 
image than the text retrieval. Content-based image 
retrieval (CBIR) is regarded as one of the most effective 
ways of accessing visual data [4]. To further improve the 
CBIR technique we have presented an improved 
algorithm by extracting feature vector comprises [8]. 

Image mining is an extension of data mining to 
image domain. Image mining is the concept used to extract 
implicit and useful data from images stored in the large 
data bases. Image mining is used in variety of fields like 
medical diagnosis, space research, remote sensing, 
agriculture, industries and even in the educational field 
[12]. 

The problem of Knowledge Discovery from Text 
(KDT) [6] is to extract explicit and implicit concepts and 
semantic relations between concepts using Natural 
Language Processing (NLP) techniques. Its aim is to get 
insights into large quantities of text data. KDT, while 
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deeply rooted in NLP, draws on methods from statistics, 
machine learning, reasoning, information extraction, 
knowledge management, and others for its discovery 
process. KDT plays an increasingly significant role in 
emerging applications, such as Text Understanding. 
 

 
 

Figure-2. Text mining process. 
 
Text mining applications 

The main Text Mining applications are most often 
used in the following sectors: 
 
 Publishing and media. 
 Telecommunications, energy and other services 

industries. 
 Information technology sector and Internet. 
 Banks, insurance and financial markets. 
 Political institutions, political analysts, public 

administration and legal documents. 
 Pharmaceutical and research companies and 

healthcare. 
 
6. PREPROCESSING STEPS 

In this paper, we can discuss the two crucial step 
of preprocessing namely Stemming and Stop word 
Removal. The overview of our system is depicted by the 
following figure. 
 

 
 

Figure-3. Preprocessing steps. 
 
 
A. Extraction 

This method is used to tokenize the filecontent into 
individual word. 
 
B. Stemming 

This method is used to find out the root/stem of a 
word for example, the words user, users, used, using all 
can be stemmed to the word “USE”. The purpose of this 
method is to remove various suffixes, to reduce number of 
words, to have exactly matching stems, to save memory 
space and time. The stemming process is done using 
various algorithms. Most popularly used algorithm is 
“M.F. Porters Algorithm. 
 
C. Stop word removal 

Most frequently used words in English are 
useless in Text mining. Such words are called Stop words. 
Stop words are language specific functional words which 
carry no information. It may be of the following types 
such as pronouns, prepositions, conjunctions. Our system 
uses the SMART stop word list [4]. 
 
D. Effect of preprocessing 

From the figure given below, it could be seen that 
the application of all the pre-processing techniques have a 
positive impact on the number of terms selected. 
 

 
 

Figure-4. Effect of preprocessing. 
 
7. TEXT CLUSTERING METHOD 

Clustering analysis is a technique to group 
together users or data items (pages) with the similar 
characteristics. Clustering of user information or pages 
can facilitate the development and execution of future 
marketing strategies. Clustering of users will help to 
discover the group of users, who have similar navigation 
pattern. It’s very useful for inferring user demographics to 
perform market segmentation in E-commerce applications 
or provide personalized Web content to the individual 
users. The clustering o f page is useful for Internet search 
engines and Web service providers, since it can be used to 
discover the groups of pages having related content. The 
clustering operation is performed using social ontology. 
The social ontology has many relations and classes, the 
user conversion messages have top terms and class [2].  
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Figure-5. Clustering process. 
 

The first step in text clustering is to transform 
documents, which typically are strings of characters into 
a suitable representation for the clustering task. 
 

(i) Remove stop-words: The stop-words are high 
frequent words that carry no information (i.e. pronouns, 
prepositions, conjunctions etc.). Remove stop-words can 
improve clustering results. 

(ii) Stemming: By word stemming it means the 
process of suffix removal to generate word stems. This is 
done to group words that have the same conceptual 
meaning, such as work, worker, worked and working. 

(iii) Filtering: Domain vocabulary V in ontology 
is used for filtering. By filtering, document is considered 
with related domain words (term). It can reduce the 
documents dimensions.   

A central problem in statistical text clustering is 
the high dimensionality of the feature space. Standard 
clustering techniques cannot deal with such a large 
feature set, since processing is extremely costly in 
computational terms. We can represent documents with 
some domain vocabulary in order to solving the high 
dimensionality problem. In the beginning of word 
clustering, one word randomly is chosen to form initial 
cluster. The other words are added to this cluster or new 
cluster, until all words are belong to m clusters. This 
method allow one word belong to many clusters and 
accord with t he  f ac t . This me thod  imp lements  
word  clustering by calculating word relativity and then 
implements text classification. 
 
Sequential pattern 

This technique intends to find the inter-session 
pattern, such that a set of the items follows the presence 
of another in a time-ordered set of sessions or episodes.  
It’s very meaningful for the Web marketer to predict the 
future trend, which help to place advertisements aimed 
at certain user group [3]. 
 
 
 

8. CONCLUSIONS AND FUTURE DIRECTIONS 
The past five years have seen the emergence of 

Web Mining as a rapidly growing area, due to the efforts 
of the research community as well as various 
organizations that the practicing it. In this paper we have 
briefly described the key computer science contributions 
made by the field, the prominent successful applications, 
and outlined some promising area of future research. One 
important focus is to enable search engines and other 
programs to better understand the content of Web pages 
and sites. This is reflected in the wealth of research efforts 
that model pages in terms of ontology of the content, the 
objects described in these pages 
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