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ABSTRACT
As per current trends, Cloud is regarded as the computational model for Hyper Scale Computing and science cloud applications, which deals with complex and highly complex and intensive data. Cloud computing is a utility computing technique which involves a scheduling environment on demand and promotes scalable delivery models to the cloud users. The process of scheduling involves both the job and resource scheduling methods in a Cloud environment. The goal of this paper is to develop architecture and an algorithm for scheduling to manage the resources of cloud efficiently. The bio-inspired Efficient Deadline Based Ant Colony Optimization (EDBACO) technique is used for the scheduling of cloud resources in the proposed approach. It aims to end up with the optimal solution for the matching of the exact resources with the jobs. The simulation results of the proposed algorithm involve the parameters like success ratio and the CPU utilization. Moreover the proposed approach performs well compared to the existing conventional algorithms.
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1. INTRODUCTION
Cloud computing is a growing idea in the world of IT, born out of the necessity for computing. It brings the user access to data, applications and storage that are not stored on their computer. For a very simple cloud computing overview, it can be understood as a delivery system that delivers computing the same way a power grid delivers electricity. To the average computer user it offers the advantage of delivering IT without the user having to have an in depth knowledge of the technology. Similar to the way a consumer can access electricity without being an electrician. A cloud computing overview will show how the cloud can not only simplify in house computing operations, but also change the way products are deployed to its users. A product developed with SOA architecture.

Cloud Computing is an emerging technique. Recently it is found that Researchers are interested in using cloud for performing scientific applications and even the big organizations are on the verge of switching over to hybrid cloud. Many complex applications require parallel processing to execute the jobs effectively.

According to the NIST,” Cloud computing is a model for enabling ubiquitous, convenient, on demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model is composed of five essential characteristics, three service models, and four deployment models” [2]. Cloud computing involves three service models namely Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). SaaS deals with hosting application as a service to the customers. Paas is a kind of application delivery model which provides the resources for building the applications in cloud. It involves application design, testing, deployment and hosting. Cloud computing actually is not a one-size-fits-all affair. There are numerous ways to deploy the infrastructure. The IaaS will depend on the application and how the cloud service provider had chosen to build up the cloud solution. In this paper we deal with the infrastructure as a service model. The datacenter (DC) is a location where the servers are placed and maintained. The DC that provides support for the cloud servers are called as Cloud Data Centers (CDC). The cloud datacenters can deal with huge volume of data which are highly intensive. In current trends the business is demanding more and more services based on various terms of efficacy such as make span, performance and flexible datacenters within affordable budget. In near future the number of cloud users will hit the peak so it’s high time to develop a solution to meet the business needs. In this paper we promote the ways to restructure and transform the existing datacenters according the business needs thereby increasing the efficiency of the cloud datacenter. The techniques for transformation involves framework designing and scheduling algorithm. In the proposed method it provides the success ratio, CPU utilization and the makespan. The proposed work methodology will improve the performance and the analysis of the workflow strategies than the existing work.

2. RELATED WORK
The communication and synchronization among parallel processes there is a decrease in utilization of CPU resources. It is necessary for a data center to achieve the utilization of nodes while maintaining the level of responsiveness of parallel jobs. The cloud computing is attracting an increased number of applications to run in the remote datacenters. Many complex applications require parallel processing capabilities. Some of the parallel applications show a decrease in utilization of CPU resources whenever there is an increase in parallelism if the jobs are not schedule correctly then it reduces the
computer performance. Several algorithms and protocols are proposed regarding the scheduling mechanism of the cloud computing. But very few algorithms are proposed to detect the scheduling mechanism in cloud computing. Most of the authors consider a regular monitoring region in their protocol, which is not a real life scenario. Practically the monitoring region is always irregular as the clouds are randomly deployed. Here by is the survey on various papers based on scheduling in cloud environment. Earliest Deadline first is the optimal scheduling algorithm for uniprocessor system in the real time system. The limited preemption scheduling technique is beneficial for preemptive and nonpreemptive scheduling [4]. Traditional scheduling algorithms typically aim to minimize the total time cost for processing all tasks. However, in cloud computing environments, computing capability different resources, and so does the cost of resource usage. Therefore, it is vital to take into consideration the usage cost of resources. Along this line, in this paper, we proposed a modified algorithm based on PSO to solve the task scheduling problem in cloud computing environments. Specifically, by adding a cost-aware fitness function to quantify the cost of resource usage, along with the fitness function for time cost, our method can achieve the goal of minimizing both the processing time and resource usage, and therefore reach a global optimal solution. Besides, our experiment on a simulated cloud computing environment proves the efficiency of our proposed algorithm. [5]

An optimized algorithm for task scheduling based on genetic simulated annealing algorithm is proposed. Here Qos and response time is achieved by executing the high priority jobs (deadline based jobs) first by estimating job completion time and the priority jobs are spawned from the remaining job with the help of Task Scheduler. Three scheduling algorithm First come first serve, Round robin scheduling and is generalized priority algorithm. In FCFS resource with the smallest waiting queue time and is selected for the incoming task. Round Robin (RR) algorithm focuses on the fairness. The tasks are initially prioritized according to their size such that one having highest size has highest rank in general prioritized algorithm. The experimental result shows that general prioritized algorithm is more efficient than FCFS and Round Robin algorithm. [6].

3. ARCHITECTURE

The major actors in the Cloud computing environment are Cloud Users, Cloud service Providers and the Cloud Resource Brokers. The CU generally send request for the cloud data center resources, these requests are submitted as jobs for the DC. The job assigned will vary from user to user. This task requested by the user, then reaches the Cloud Resource Broker. The CRB acts as intermediary between the user and the service provider. The Cloud Service Providers (CSP) then helps the user in identifying the exact resource for the uses request. Thus it is a full duplex process where the CU send request which then reaches the CRB, that helps to sort out the exact CSP and finally the CSP manages to ping the exact resource. After resource is being determined, it is then send to CRB and eventually delivered to the CU. The goal of the CUs is to get their job done with in the stipulated time period with greater accuracy and affordable cost. This method of getting the job done with minimum time and resource increases the business values to higher extent. In order to meet all these business needs we propose a cloud arbiter that helps the user to select the exact cloud resource and thereby enhancing the profit level with optimal resource utilization.

4. DETAILED DESIGN FRAMEWORK

Framework is being designed for the Cloud Resource Broker (CRB) that involves the scheduling policies in the cloud environment. The users access the cloud via internet. A novel and an efficient framework for the CDC (Cloud Data Center) broker is being developed. This high level design is being developed keeping in mind the requirements of the cloud users as well as the cloud service providers. The key player in this model would be able to make use of the results to provide means for the cloud users and cloud service providers to publish service requirements and functionalities and provide a service to find the best match between them. They can earn revenue for this basic service or also provide value added service to the CSP to facilitate the deployment of the service. The Cloud Resource Broker can be considered as an architectural, business and IT operations model that enables the delivery and management of different cloud services in a framework that provides consistent provisioning, security, administration and other support. In this use case, an CSP planning to deploy a service in the cloud approaches a CRB with a given set of functional requirements and constraints (including costs, performance etc.) with the aim of selecting the best available match of IPs in terms of the functional requirements as well as other variable constraints like cost, SLA parameters and other non-functional requirements.
The CU submit service request to the cloud and it will be monitored by the SLA monitor which in turn will interprets the request submitted by the user for the Qos request before determining whether to accept or reject the request. It is also responsible to monitor the progress of the submitted job. If any violation is observed from the Sla it has to act immediately for the corrective action. It first checks whether the request can be satisfied by fulfilling the Qos parameters or not. If the CSP can fulfill the consumer then accept the request else it will reject it. It also monitors the job if there is any occurrence of violation then it has to take remedies. The violation may be failure of resources and memory. Cloud resource discovery may be provided basically as the task in which the provider should find the appropriate resources in order to comply with the incoming cloud user request. Considering that one of the key features of the cloud computing is the capability of acquiring and releasing resources on-demand, resource monitoring should be continuous. It is basically finding the resources for the respective tasks and jobs. Consumers can acquire and release resources on demand so it must know the availability of resources at a particular time. The aim of the resource discovery is to find out how many resources are available at a particular time interval for the jobs to be allocated.

5. SCHEDULING IN CDC

Scheduling is the allocation of various jobs to the given resource in a given period of time. The scheduler performance the function of allocating different types of resources with respect to the constraints given by the jobs and the CSPs (Cloud Service Providers). For the need of effective performance in cloud datacenters, we need effective scheduling techniques. The scheduler is used to share the system resources or to achieve a target quality of service. The scheduler is concerned with throughput, latency, response time and fairness. The constraints can be the number of users, deadline stipulated for the given task, the given budget and the maximum resource utilization of resources from the CSPs. So before we design the scheduling algorithm for the cloud datacenter we need to design it by considering the constraints. The main aim of this project is to find the best mapping solution which meets the predefined system load constraint to the maximum level, or to make the migration cost for the load balancing as low as possible. There are certain basic terminologies have to be understood to proceed with the scheduling process in cloud datacenter. Task is considered as the minimum computational unit to run on a node. It is an indivisible schedulable unit. The task may be independent or it can have dependencies too. Job is a computational activity made up of which is a combination of several task that requires different processing capabilities and also requires different types of resources such as CPU and memory constraints. So task is the minimum computational unit whereas the job is the set of task. Each job may have various parameters such as required data, desired completion time often called deadline, expected execution time and job priority. Resources are the things that are required to carry out an operation; it may include CPU, memory and bandwidth. Processor provides the resource for data processing, a data storage device or network link for the data transportation. The requirement of the user has to be satisfied with in the deadline stipulated by the user and it has to be with in the budget level as expected by the user. The prior task for developing scheduling algorithm is to consider the constraints such as with minimum cost and complete the task within the specified time, so that the given job gets completed in a given amount of time with some specific budget constraints. Optimization criteria are mainly used during scheduling decision and it represents the goals of scheduling process. Typically the user requirement is to maximize the resource usage, number of successfully completed jobs and to minimize the response time. The criteria are mainly expressed by the value of the objective function which allows us to measure the quality of the computed solution and also to compare it with the different solutions.

Whenever we want to map the jobs on the resources the optimization criteria and its constraints has to be considered. From the CSP’s perspective it has to perform maximum resource utilization and with optimal time. To design an objective function for the scheduling algorithm based on the constraints and optimization criteria which is the best solution for the scheduling
The problem of mapping jobs to resources is a kind of NP - Problem. These problems of mapping tasks on distributed services belong to a class of problems known as NP hard problems. Solutions based on the exhaustive search are very difficult since the overhead of generating scheduler is very high. In a cloud environment scheduling decisions must be made in the shortest time possible as there are many users competing for the resource and within time. These kinds of scheduling problems can be handled by some meta heuristic techniques. The major players in for scheduling in the cloud environment are the cloud consumers and cloud providers. The cloud consumers execute the jobs for solving problem of varying size and complexity. The user has to wisely select and aggregate the resources and the trade-off should be made between time and cost. The cloud providers contribute the available resources for the execution of the consumer’s job. Its major task is to increase the resource utilization and maintain tradeoff between local requirements and market opportunities. Since the CSP spend more on the infrastructure and resource building they have to gain profit in return and need to increase their business values.

6. EDBACO ALGORITHM

Ant Colony Optimization is a kind of swarm intelligence technique based on bio-inspired algorithm. It is an arithmetic algorithm to find the optimal solution for the problem. The ACO algorithm models the complex behavior using the simple agents. Ant Colony Optimization uses an artificial stigmergy. It is a technique for solving the problems which can be expressed as finding good paths with the help of graphs. Every ant tries to reach its route between the nest and food source. It leaves the pheromones trail behind it such that the other ants follow them with the trail left behind. The ants become increasingly likely to follow the shortest path since it is constantly reinforced with the larger amount of pheromones. The pheromones in longer paths get evaporated first.

<table>
<thead>
<tr>
<th>ACO</th>
<th>Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ants</td>
<td>Agents /Artificial ants</td>
</tr>
<tr>
<td>Visibility</td>
<td>Reciprocal of Distance ( \eta )</td>
</tr>
<tr>
<td>Pheromones</td>
<td>Artificial Pheromones ( T )</td>
</tr>
<tr>
<td>Food/Nest</td>
<td>Nodes in graph</td>
</tr>
<tr>
<td>Foraging behavior</td>
<td>Random Walk through graph</td>
</tr>
</tbody>
</table>

The EDBACO is the efficient deadline based Ant Colony Optimization method. Where the tasks are segregated based on the deadline priority then for job scheduling we use the ACO technique to perform the scheduling of resources in the cloud datacenter. Thus both the job and resource scheduling is done with the single algorithmic technique.

\[
P_{C_{ij}} = \frac{d_i^n + \eta_{ij}}{\sum_{C_{ij} \in (S^p)} d_i^n + \eta_{ij}} \quad \forall \ C_{ij} \in (S^p)
\]

In the above equation \( S^p \) denotes the partial solution, \( N \) is the set of all paths, \( c_{ij} \) is the path from the start, \( P \) denotes the probability, \( t_{ij} \) is the amount of pheromone left in the pathway, \( h_{ij} \) is the heuristic factor. Finally \( \alpha \) and \( \beta \) are the algorithmic parameters.

A. Pseudocode

Initialize the base attractiveness, \( \tau \), and visibility, \( \eta \), for each edge; Segregate based on deadline priority; for \( i < \text{Iteration Max} \) do: for each ant do: choose probabilistically (based on previous equation) the next state to move into; add that move to the tabu list for each ant; repeat until each ant completed a solution; end; for each ant that completed a solution do: update attractiveness \( \tau \) for each edge that the ant traversed; end; if (local best solution better than global solution) save local best solution as global solution; end; end;

B. Flowchart for EDBACO

![Flow diagram](image)

7. RESULTS AND DISCUSSIONS

The simulation execution for scheduling of cloud datacenter is being done in cloudsim toolkit. The major advantage of the EDACO algorithm is that it inherits parallelism; its positive feedback promotes the discovery of good solutions. It is well suited for dynamic applications.
Table-2. Average response time.

<table>
<thead>
<tr>
<th>S. NO</th>
<th>Time to Response</th>
<th>EDBACO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
<td>P2</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The above Table-2 denotes the sample list of values for the scheduling in EDBACO. These values are then plotted in the graph to analyses the performance of the developed Efficient deadline based Ant Colony Optimization algorithm.

From the Figure-4 and Figure-5 the performance of the EDBACO algorithm can be analyzed which is above the optimal solution and hence it is proved to an efficient algorithm than the genetic algorithm.
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