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ABSTRACT

The Era of digitization induces the need of domain classification in both the on-line and off-line applications. The necessity of automatic text classification arises for utilizing it in diverse fields. Hence various methodologies like Machine Learning algorithms were proposed to do the same. Here automatic document classification of Tamil documents have been proposed by considering the exponential growth of Tamil text documents in the form of unstructured data available as News, Encyclopedias, E-books, E-Governance, Social Media and much more. Max-Ent, CRF and SVM algorithms are used here to achieve more than 90 percentage average accuracy in both the sentence and document level classification of Tamil text documents. In this work Dinakaran newspaper dataset from EMILLE/CIIL Corpus has been utilized to experiment the ability of Machine Learning algorithms in Tamil domain classification.
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1. INTRODUCTION

The phenomenal growth of Tamil text documents in the web which is an electronic repository ensures the need of automatic domain classification to do the further processing and storage effectively. Availability of these documents in electronic repository increases exponentially on day to day basis. These large pool of documents exist in the form of newspapers, E-books, articles, digital libraries, E-Governance, social media and encyclopedias (Wikipedia 1, 97, 871 pages) [1]. Hence this big data has to be preprocessed for effective database management in distributed computation platform or cluster. This will reduce the computation while retrieving same for further applications like search engines and other information retrieval applications where domain classification plays a key role.

Domain classification is assigning a predefined set of classes to the documents. The intellectual way of classification involves abundant amount of manpower and time. Hence alternative methods like Machine Learning (ML) algorithms, rule based approaches and neural networks are proposed to do the automatic classification. By considering infeasibility of other methods, here ML algorithms were focused to do the automatic Tamil document classification. The automatic classification in ML involves building a training model which will be trained by manually labeled documents to respective domains in the case of supervised learning and this model will be used to predict the unknown documents. Unsupervised learning will build the model without considering training data and will be omitted here by considering non-existence of key to evaluate the potential solution [2]. The way of building model introduces the various algorithms. Generally Generative model outperforms when compared to Discriminative model, hence staying with Discriminative model will lead better performance towards objective [3]. Some of the familiar algorithms are Support Vector Machine (SVM), Nave Bayes algorithm, Maximum Entropy models (Max-Ent), Hidden Markov Models (HMM) and Conditional Random Fields (CRF).

Assigning the documents to multiple classes, extracting information from those and summarization of the same requires document classification. Some real world examples are in classifying business names by industry, in differentiating a mail as spam and other, movie reviews and much more. Most of the ML algorithms were applied and experimented on English language and attained considerable accuracy in domain classification. Dennis Ramdass and Shreyes Seshasai successfully classified the MIT newspaper articles with NavieBayes, Max-Ent algorithms by having a probabilistic grammar parser and attained 77 percent accuracy [4]. By integrating labeled and unlabeled data Kamal Nigam et al reduced the classification error by 30 percent by combining Expectation-Maximization and a Nave Bayes algorithm [5]. Kamal Nigam et al proposed Max-Ent model with Gaussian prior to achieve the 78.8 percent average accuracy in classification of WebKB, Industry sector and Newsgroups datasets [6]. Comparison of Nave Bayes, Max-Ent, and SVM algorithms on sentiment classification of movie review done by Bo Pang et al by including various features and they concluded that SVM is best among them [7].

Even though various algorithms were proposed and experimented on English documents yet there is no standard algorithm fixed for domain classification. Hence this ensures that further research is required for domain classification problem. Automatic classification of Tamil documents is still on the research field since it is a morphologically rich language and agglutinative in nature. By considering these problems here automatic classification of Tamil documents were experimented on Max-Ent, CRF and SVM algorithms. Section 2 discusses the related work done in document classification on Indian languages. Section 3 deals with the mathematical model behind experimented supervised ML algorithms. Section 4 deals with the dataset, feature selection and experimental
results. Section 5 details about conclusion and future work towards the objective.

2. RELATED WORKS

There have been various models proposed for classification of documents in Indian languages like Kannada, Punjabi, Tamil, and Telugu. Consideration of Indian language is due to the probability sparseness caused by the agglutinative nature of languages. SVM seems to be the primary chosen method for Tamil language in linguistic applications like POS Tagging [8]. Morphological Analysis [9], Word sense disambiguation [10] and Machine Translation [11].

Nidhi and Vishal Gupta proposed a hybrid model which attains 80 percent accuracy while classifying 184 Punjabi News Articles into 7 predefined classes. After stop word removal they proposed a combination of Nave Bayes and Ontology Based classification and came up a new method [12]. Narayana Swamy and Hanumanthappa utilized Naive Bayes, Decision tree and k-Nearest-Neighbor classifiers to classify the Kannada, Tamil and Telugu corpus with respect to the language [13]. Advanced Back Propagation Algorithm (ABPA) with Artificial Neural Network were applied on Tamil documents for classification and obtained 94.33 percent accuracy which shows greater performance than Vector Space Model (VSM) which yields only 90.33 percent accuracy. For this approach CIIL corpus was utilized by Kanimozhi and further preprocessing was done on it [14]. SVM was applied to do sentiment classification in Hindi done by Sneha Mulatakar. She utilized travel domain reviews for classifying whether the opinion is positive or negative [15]. Jayashree, Srikantamurthy and Anami utilized Nave Bayesian method for classification of Kannada language documents and the obtained results were improved using dimensionality reduction technique by applying stop word removal and restriction based on word occurrence [16]. K. Rajan et al classified 300 test documents into 5 classes by training VSM and Artificial Neural Network (ANN) with 100 documents. They showed that ANN as 93.3 percent accuracy compared to the VSM which yields 90.3 percent [17]. This survey shows that lack of standard approach for the domain classification in Tamil language yields to experiment the available ML algorithms for classification of Tamil documents. Here both sentence level and document level classification is done using the Max-Ent, CRF and SVM ML approaches.

3. MATHEMATICAL BACKGROUND

A. Maximum entropy classifier

Maximum Entropy is a uniform model which assigns a probability distribution over the documents (D) and this will be constrained by having expected values (λi) of features. Here documents will be represented as a word count features (fi) and by using this word count on class by class basis expected values are estimated from labeled training set. This can be mathematically expressed as (6),

\[
\log P(C|D, \lambda) = \sum_{(c,d) \in (C,D)} \log \left( \frac{\exp \left( \sum_i \lambda_i f_i(c|d) \right)}{\sum_c \exp \left( \sum_i \lambda_i f_i(c|d) \right)} \right)
\]

(1)

Denominator is a normalizing function. More precisely Max-Ent model is also like a CRF model except that here the model is built by chaining the local models instead of taking the entire sequence. Disadvantage of Max-Ent model are label biasing and casual competition bias. Algorithm for building a Max-Ent model can be expressed as follows:

a) Input
- Labeled documents
- Selection of features f from training set

b) Learning method
- Finding expected value and constraining conditional distribution with each feature.
- Optimization (Maximal Entropy) : Error reduction by L-BFGS algorithm (Computing λi)
- Smoothening (Gaussian Prior): Product over the Gaussian with all λi

c) Output of learning
- Probability distribution function with constrain
- Unlabeled data passed for prediction

Stanford classifier utilized for implementing Max-Ent classifier.

B. Conditional random fields

CRF is a combination of discriminative classification and graphical modeling to predict the multivariate output C (Classes) from observed D (Documents). This can be mathematically represented as [3],

\[
\arg \max_P(C|D) = \frac{\exp \left( \sum_i \lambda_i f_i(c|d) \right)}{\sum_c \exp \left( \sum_i \lambda_i f_i(c'|d) \right)}
\]

(2)

\[
P(C|D, \lambda) = \frac{\exp \left( \sum_i \lambda_i f_i(c|d) \right)}{\sum_c \exp \left( \sum_i \lambda_i f_i(c'|d) \right)}
\]

(3)

C is set of cliques of the graph for given observed data D. Cliques are the edges and vertices of the graph i.e. labels and dependency between the labels. Denominator is a normalization factor computed as partition function.

Algorithm for building a CRF model can be expressed as follows,

a) Input
- Labeled documents
b) Learning method
- Repeat until < Classification Rule >
- Add new features after error reduction (Maximizing y)
- Error reduction by L-BFGS algorithm (Computing λ parameter)

**c) Output of learning**
- Set of rules generated from observed data
- Unlabeled data passed for prediction

Advantage of CRF is it considers whole sequence to build conditional model rather than chaining of local models. It avoids the casual competition biasing problem but the only disadvantage is it takes time to train. The training time is directly proportional to the number of classes defined for classification. This CRF algorithm implemented using Machine Learning for Language Toolkit (MALLET) [19] [20].

**C. Support vector machines**

A non-probabilistic classifier model which maps the objective function points to the space. Hence this space will be separated by constraining the number of hyper planes according to availability of number of classes to categorize. Then test function is also mapped to the same space and respective classes will be predicted depending upon side of the gap they fall on which is formed by hyper planes. Can be expressed as [21],

\[ c = sgn(f(d, w, b)) \] (4)
\[ f(d, w, b) = \langle w . d > + b \] (5)

The two elements of SVM are weight vector (w) and the bias (b) which is the distance of hyper plane from origin. Algorithm for building SVM model can be expressed as,

<table>
<thead>
<tr>
<th>Domain</th>
<th>Total no. of documents</th>
<th>Total no. of sentences</th>
<th>Avg no. of sentences/document</th>
<th>Avg no. of words/sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cinema</td>
<td>843</td>
<td>62889</td>
<td>74.6</td>
<td>11.91</td>
</tr>
<tr>
<td>Politics</td>
<td>1024</td>
<td>271487</td>
<td>260.54</td>
<td>12.51</td>
</tr>
<tr>
<td>Sports</td>
<td>990</td>
<td>68335</td>
<td>69.02</td>
<td>12.32</td>
</tr>
<tr>
<td>Total</td>
<td>2875</td>
<td>402711</td>
<td>140.07</td>
<td>12.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Domain</th>
<th>Total no. of documents</th>
<th>Total no. of sentences</th>
<th>Avg no. of sentences/document</th>
<th>Avg no. of words/sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cinema</td>
<td>91</td>
<td>7441</td>
<td>81.76</td>
<td>11.47</td>
</tr>
<tr>
<td>Politics</td>
<td>90</td>
<td>20945</td>
<td>232.72</td>
<td>12.26</td>
</tr>
<tr>
<td>Sports</td>
<td>100</td>
<td>8120</td>
<td>81.20</td>
<td>11.38</td>
</tr>
<tr>
<td>Total</td>
<td>281</td>
<td>36506</td>
<td>129.91</td>
<td>11.91</td>
</tr>
</tbody>
</table>
Dataset experimented for classification contains 3156 documents and 3 domains. Among them 281 randomly picked documents were used as test documents and remaining 2875 used for training. Average sentence per documents is comparatively high (261) in politics documents but average words per sentence is well balanced. This led to classify the documents in sentence level.

B. Experiment

Algorithms were trained in document level and also sentence level by assigning each classifier with two models. In early stages these algorithms were experimented with smaller datasets to check the performance ability towards various biasing problems [6]. Training and testing time consumed by all these algorithms were averagely equal in this case. Then the standard EMILLE/CIIL dataset was trained and tested to experiment the performance of the ML algorithms. While training Max-Ent classifier to increase the accuracy level various n-gram level feature selections were performed. While utilizing Max-Ent Gaussian prior for smoothing $\sigma = 0.154$ value fixed to achieve greater accuracy [25]. SVM classifier was trained with ineffective feature selection and hybrid feature selection methods to reduce the probability sparseness [26]. The Kernel used in SVM is the Gaussian radial basis function and the soft margin parameter C, gamma were selected by a grid search method.

C. Results and observations

Though this work was experimented with large number of dataset, the problem of probability sparseness has not raised due to the formulation of utilized Max-Ent and CRF algorithms. But SVM shows degraded performance towards probability sparseness problem while doing classification in sentence level. This is confirmed by observing the outcomes of respective tools experimented. CRF based classifier model avoids the casual competition biasing which was confirmed by observing classification accuracy in sentence level and document level classification. Max-Ent classifier provides greater accuracy in document level classification since the objective function is smoothed by both the Gaussian prior and the number of features [25]. As the number of features gets increased by having n-gram feature selection in Max-Ent classifier, there is a high degree of decrease in misclassification in sentence level classification, yet it can be observed that it suffers from the label biasing and problem of non-smoothening.

SVM model with ineffective feature selection provides varying accuracy during classification. With the cross validation and hybrid feature selection i.e. based on content this method provides greater accuracy compared to the previous one experimented [26]. In sentence level classification the space related to the feature i.e. Hilbert Space is sparse due to the size of the dataset which yields to degraded performance. This can be solved by including linguistic methods like stemming in preprocessing stage and dimension reduction methods before doing the classification. Results observed for document classification and sentence classification are shown in the Table 2 and 4.

### Table-3. Average accuracy of documents classification.

<table>
<thead>
<tr>
<th>Domain</th>
<th>MALLET</th>
<th>STANFORD</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cinema</td>
<td>98.9011</td>
<td>100</td>
<td>98.9</td>
</tr>
<tr>
<td>Politics</td>
<td>100</td>
<td>100</td>
<td>82.2</td>
</tr>
<tr>
<td>Sports</td>
<td>100</td>
<td>100</td>
<td>99.9</td>
</tr>
<tr>
<td>Total</td>
<td>99.6441</td>
<td>100</td>
<td>93.7</td>
</tr>
</tbody>
</table>

### Table-4. Average accuracy of sentence classification.

<table>
<thead>
<tr>
<th>Domain</th>
<th>MALLET</th>
<th>STANFORD</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cinema</td>
<td>98.9865</td>
<td>91.4</td>
<td>88.08</td>
</tr>
<tr>
<td>Politics</td>
<td>99.9951</td>
<td>90.8</td>
<td>79.83</td>
</tr>
<tr>
<td>Sports</td>
<td>100</td>
<td>97.3</td>
<td>94.69</td>
</tr>
<tr>
<td>Total</td>
<td>99.9945</td>
<td>93.1667</td>
<td>87.533</td>
</tr>
</tbody>
</table>

From the observations it is to be noted that Sports and Cinema are in a lead when compared to Politics. This is because the average numbers of sentences in the former are less than the latter which ensures the reduction in probability sparseness.
5. CONCLUSION AND FUTURE WORK

The Max-Ent, CRF and SVM algorithm were experimented to classify Tamil documents and attained very good accuracy as shown in Section IV. Among them CRF shows excellent performance in both the document and sentence level classification with same time consumed by other tools that were experimented. There was no misclassification in document level classification while using Max-Ent classifier but biasing problem arises in sentence level classification. SVM shows reduced performance comparing other methods because of probability sparseness in feature. As the size of the dataset and number of classes gets increased it is obvious that the classification becomes computationally heavy along with escalated time. Hence the future objective will be to solve this Big Data problem in distributed computation platform by implementing these algorithms in Apache Mahout and SPARK.
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