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ABSTRACT 

Scrutinize of chromosome is a preliminary procedure to detect the most characteristic signs of a disorder that may 

require for further investigation of medical applications mainly for cancerous. Diagnosis of karryogram is generally very 

complex, eroding and a time consuming operation. As of now it requires fussy attention to details and calls for 

meritoriously and trained personnel. Normally chromosomes are essential genomic information carriers which contain 23 

pairs. This paper suggests a efficient classifier Support Vector Machine (SVM) for classifying chromosomes of 23
 
and 24 

chromosome which is the sex chromosome in which 23 is X chromosome and 24 is Y chromosome in comparison to the 

already existing methods such as support vector machine based medial axis and density profiles. The features are extracted 

based on GLCM (Gray level co-occurrence) feature extraction algorithm which is very effective well known for its high 

accuracy. X chromosome features and Y chromosome features are extracted based on very effective GLCM algorithm 

from the segmented image and GLCM features of chromosomes are extracted from the segmented image. As a 

prerequisite, image segmentation needs to be done by using Fuzzy - C Mean (FCM) procedure to obtain efficient features 

in coordination with SVM which is used to classify the chromosomes from the available pairs of 23 chromosomes.  Using 

this methodology increased the accuracy of classification results. Simulation results are carried out in MATLAB to support 

the analysis.   

 

Keywords: chromosome, GLCM, support vector machine (SVM), karryogram, fuzzy C Mean. 

 

1. INTRODUCTION 

Every living organism carries the genital 

information from their parents through a substance called 

DNA. DNA molecule from cell Nucleus is packed into a 

thread like structure is known chromosomes. DNA from 

each Chromosomes are tightly coiled many times 

sourrounded by proteins support this called histones its 

structure is shown in Figure-1. Most cells in the human 

body have pairs of 23 chromosomes, with 46total 

chromosomes. One from these pairs of chromosome one 

pair is the gender identification chromosomes (XY: Male 

and XX: Female), plus some other body characteristics, 

and the other 22 pairs are autosomal chromosomes 

(determine the rest of the body’s makeup) [2]. Many 

attempts have been made to improve visual analysis as 

humans are prone to errors, the need for cytogeneticists 

and biologist has been made it a tedious and time 

consuming process to assign chromosome to a class 

(karyotyping). Figure-1 shows the structure of the 

chromosome in which telomeres are special structures that 

can act as a cap and protect the very ends of the area next 

to each telomere may contain these important genes for 

growth and development. Each chromosome arm 

Chromosomes.  

 

 
 

Figure-1. Structure of chromosome. 

 

Telemere is present at the end of the 

Chromosome body which is repeating DNA sequence. To 

prevent from losing base pair sequence at the end of 

chromosome telemers are used. They can avoid 

chromosome fusing each other, whenever chromosomes 

are separated few telemers are lost because telemers are 

very short which reaches a critical length there is no 

replicate. Diseases identified by chromosomes are Turner 

syndrome (one of the sex chromosome is missing), Down 
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syndrome more than one copies of each chromosome), 

Norrie disease (mutation in the gene on the x 

chromosomes), kinefelter syndrome (chromosomes look 

like XXY or XXXY), Jacobs syndrome (chromosome 

looks like XYY), Edwards syndrome (trisomy of 18
th
 

chromosome), Patau syndrome (trisomy of 13
th

 

chromosomes). 

The different Classification of Karyotyping is 

based on various parameters such as surface area or size, 

length, shape [3]. Automatic classification of 

chromosomes images based on a set of pictorial band 

pattern models of the various chromosome types known as 

ideograms. These ideograms, illustrate artists’ depiction of 
the chromosomes, which were published as an 

international system for cytogenetic nomenclature (ISCN) 

The resulting image is a karyotype image in which all the 

chromosomes are classified and arranged into a standard 

display format The identify the chromosomes a 

multichannel water shed Segmentation [4] and ROI 

classification technique were used to decompose into a set 

of homogeneous regions using Bayes classifier which has 

an accuracy of 82.5%. 

 

 
 

Figure-2. Metaphase chromosome spread image. 

 

A special DNA probes are used to observe the 

metaphase slides as shown in Figure-2. The fluorescent 

nucleic acid segment facilitates the notable sites on the 

chromosomes.  

 

 
 

Figure-3. Metaphase chromosome spread image 

and its karyotype. 

 

Metaphase chromosome images are categorized 

into 23 pairs (karyotyping). The features are extracted by 

GLCM and these are classified using SVM classifier. 

 

2. PROPOSED METHOD 

The purport of this approach addresses how we 

can make use of the topological spatial representation to 

achieve the objectives of epitomizing and relegating 

chromosome images. 

 

2.1 Segmentation  

For classification of the chromosomes 

segmentation method has been applied. First and foremost 

step for this is extraction of chromosome features. Prior to 

that pre processing is carried out to eliminate correcting 

divergence in zoom for contrast and illumination by 

means of image normalization. The Figure-4 shows first 

and second chromosomes. For further processing these 

images are being used.  

 

    
(a) 

    
(b) 

 

Figure-4. Input images (a) First chromosomes 

(b) Second chromosomes. 
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Figure-5 shows the block diagram of the intended 

chromosome classification, The input image of size (517 x 

645 pixels) are fed in to the median filter for 

preprocessing and the output image of preprocessing and 

enhanced image is given to the segmentation using Fuzzy 

c mean algorithm, these segmented output are fed to 

(GLCM) Grey Level Co-occurrence Matrices are used for 

feature extraction and then for classification SVM 

classifier has been used   

 

 
 

Figure-5. Block diagram for proposed chromosome 

classification. 

 

2.2 Feature extraction  

The important characteristic of an image is a Texture 

which is distinguished the regions of interest in an image. 

Grey Level Co-occurrence Matrices (GLCM) is one of the 

best list and earliest methods in statistical texture analysis. 

A GLCM is a matrix the number of rows and columns in 

the pixel is equal to the number of gray levels, G, in the 

image. The GLCM’s are of large dimensionality so that it 
is sensitive to the size of texture samples that are being 

evaluated. Steps for generating a symmetrical normalized 

GLCM are given below:   

 

1. Create an image framework matrix 

2. Spatial relation has been decided with reference pixel 

and neighbour. 

3. Count the occurrences of the pixel and fill in the 

image matrix. 

4. To make it symmetrical add the matrix to its 

transpose.  

5. Make the Matrix probabilities into Normalization. 

 

 GLCM operation explained with the example 

shown in Figure-5 the image matrix consists of four 

different gray levels. Here one pixel offset is used (a 

reference pixel and its immediate neighbour). If the 

window is large enough, using a larger offset is possible.  

 0 0 1 1 

0 0 1 1 

0 2 2 2 

2 2 3 3 
 

Figure-6. The image grey levels (GLs). 

 

 
 

Figure-7. Spatial relation of a pixel. 

 

2 2 1 0 

0 2 0 0 

0 0 3 1 

0 0 0 1 

 

Figure-8. Spatial relationship of GLCM. 

 

2.2.1 Spatial relation of a pixel 

The calculation of the image texture symmetrical 

matrix is needed. To get the symmetrical matrix from the 

GLCM the merging of different parts of horizontal matrix 

(2, 2) in the image matrix more likely than (2, 3) Looking 

at the horizontal GLCM shows that the merging of 

different parts of image matrix 2, 2 which exist 6 times 

from the 24 horizontal combinations of pixels in the image 

12 direction of east + 12 direction of west. In other hand, 6 

is the pixel entry in the horizontal GLCM in the column of 

third (headed reference pixel value 2) and the row of third 

(headed neighbor pixel value 2). The definition of the 

probability of a given matrix resultant is depending on the 

ratio of the number of times this outcome occurs, by the 

total number of possible outcomes. The (2, 2) combination 

repeats 6 times from 24, for a probability of 1/4 or 0.250. 

The probability of 2, 3 is 1/24 or .042. The equation (1) of 

the transform shows the GLCM into a close 

approximation of a probability table. It is only an 

approximation because an original value probability 

would require continuous values, and the grey levels are 

integer values, so they are discrete. 
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This kind of process is called normalizing the 

matrix. The Equation (1) indicates the Normalization 

involves dividing by the sum of values gives the 

Normalizing of the GLCM Usually, used by extracting 

secondary features. Features are usually strongly 

correlated, using more than 4-5 simultaneously is not 

advisable Need to evaluate several distances d optimal set 

of features is problem dependent. It is also advisable to 

preprocess by histogram transform to remove effect of 

absolute gray level  Usually, we want to make the features 

”rotation” invariant by using the isotropic GLCM  Feature  

are given in the  Table-1. 

 

   

(a) (b) (c ) 

   

(d) (e) (f) 
 

Figure-9. First rows shows the First chromosome (a) 

original image (b) Preprocessing image (c) Segmented 

image second row second chromosome (d) original image 

(e) Preprocessing image (f) Segmented image. 

 

2.3 Classification 

SVM classifier has been used to classify the first 

and second chromosome. Optimum linear separating 

hyper plane has been used to separate two sets of features. 

This hyper plane produce maximum and minimum margin 

between two sets. Outcome of hyper plane is based on 

border training pattern called support vector. The kernel 

function determines the efficiency of the SVM. This 

determines the classification decision function by 

minimizing the empirical risk, as 
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Table-1. GLCM second order statistical features formula. 
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Where l and f represent the size of examples and the 

classification decision function, respectively. 

In SVM, an optimal separating hyperplane is the 

primary concern is determines a low-generalization error. 

A typical SVM classification decision function in the 

linearly separable problem is 

 

),(
,

bxwsigf
bw

                                                (3) 

 

Whose separating hyperplane is determined by 

giving the largest margin of separation between different 

classes? This hyperplane bisects the shortest line between 

the convex hulls of the two classes, thus is required to 

satisfy the following constrained minimization as: 

wwMin
T
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Table-2. Second order values of first and second chromosome. 
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For the linearly non separable case, this 

modification results in a soft margin classifier that allows 

but penalizes errors by introducing a new set of variables ��=ଵ�  as the measurement of violation of the constraints 
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For minimizing the equation (4) term variable C 

is used to minimize the second term of equation (4) VC 

dimension is used which controls empirical risk therefore 

to minimize the classical risk lagrangians method used in 

Equation (5). Then, (4) can be written as (5) where Λ = (λ,, . . . , λl), D = y୧y୨x୧x୨ for binary classification and 

the decision function (1) can be changed as 
 





  bxxKyRxf ii

i

i ),()(
1

                                 (6) 

 

For single SVM K is a kernel function used. By 

the experience and to guarantee a fair comparison, we are 

using the same second-order polynomial kernel in all 

SVMs for our experiments. 

 

 
Figure- (a) 

 

 
Figure- (b) 

 

Figure-10. Classifier output (a) First chromosomes (b) 

Second Chromosomes 

 

  

(a) (b) 

  
(C) (d) 

 

Figure-11. (a) Original image of X chromosome (b) 

Segmented image (c) Original image of Y chromosome 

(d) Segmented image. 

 

 
 

Figure-12. X chromosome classification. 

 

 
 

Figure-13. Y chromosome classification. 
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Table-3. GLCM features of X chromosome and Y chromosome. 
 

Chromosome X-Chromosome Y-Chromosome 

Description Image 1 Image 2 Image 3 Image 4 Image 1 Image 2 Image 3 Image 4 

autoc 4.95 4.85 5.92 4.99 13.34 13.46 13.57 13.38 

contr 0.69 0.73 0.69 0.69 1.91 1.81 1.99 1.97 

corrm 0.84 0.74 0.84 0.84 0.80 0.77 0.79 0.80 

corrp 0.84 0.82 0.84 0.84 0.80 0.82 0.79 0.77 

cprom 279.16 275.16 260.16 278.16 511.58 540.58 550.58 520.58 

cshad 38.26 37.26 38.26 38.26 31.07 33.07 31.07 30.07 

dissi 0.36 0.36 0.36 0.36 0.90 0.90 0.90 0.90 

energ 0.51 0.51 0.51 0.51 0.14 0.14 0.14 0.14 

entro 1.55 1.85 1.45 1.61 2.96 2.82 2.60 2.74 

homom: 0.87 0.87 0.87 0.87 0.69 0.68 0.79 0.63 

homop 0.85 0.85 0.85 0.85 0.65 0.65 0.65 0.65 

maxpr 0.71 0.71 0.71 0.71 0.36 0.36 0.31 0.38 

sosvh 5.24 5.24 5.24 5.24 14.16 14.16 14.16 14.16 

savgh 3.53 3.53 3.53 3.53 14.16 6.19 6.19 6.19 

svarh 13.23 13.59 13.29 13.61 14.16 32.39 32.26 32.39 

senth 1.25 1.25 1.25 1.25 14.16 2.26 2.26 2.26 

dvarh 0.69 0.69 0.69 0.69 14.16 1.91 1.91 1.91 

denth 0.76 0.76 0.76 0.76 14.16 1.27 1.27 1.27 

inf1h -0.40 -0.40 -0.40 -0.40 14.16 -0.22 -0.28 -0.22 

inf2h 0.73 0.73 0.73 0.73 14.16 0.69 0.78 0.75 

indnc 0.96 0.97 0.95 0.97 14.16 0.96 0.97 0.95 

idmnc 0.99 0.98 0.97 0.98 14.16 0.10 0.95 0.94 

 

3. RESULTS AND DISCUSSIONS 

SVM classifier has been used for fast and 

accurate resuts compared with other methods. SVM 

determines highest decision value, this method isgives 

good quality result when the data set is large. In this SVM 

techniques data are divided into two sets one is training 

whereas the other one is a test set which is shown in 

Figure-10. 

The experiment is performed two times by 

replacing the train and test sets. The results displayed an 

average of 95.89% in chromosome. Table-2 shows the 

GLCM features of sex chromosome. Figure-10 shows the 

classified image chromosome I and Chromosome II and 

also the Figure-14 shows simulation results of 

classification of chromosomes (class1 and class 2)  using 

SVM. 

 

 
 

Figure-14. Classification of chromosomes using SVM. 
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