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ABSTRACT 

Ontology is an apparent prerequisite for conceptualization. It can be organized in hierarchical manner that 
provides whole description about domain and their class interrelationship. Now-a-days colleges maintain lot of e-books for 
each department because students, research scholars and staffs are preferred to use e-books. This paper mainly focuses on 
finding associated e-books for their source e-book. The discovery of related e-books is recognized by using ontology based 
text mining. First, specified pages of e-books are extracted by using java library. An extracted page contents are saved in 
text file. After that, content pages (tables of contents) are mined using file concept. Next employ filtering to that mined 
content, because that may holds special characters, chapter number and page number. Using this content page wording, 
identify the class of e-books ontology. Ontology is used to provide inferences about them. Furthermore perform analysis of 
e-book’s content pages with one another and update the DSM. DSM shows whether e-books are processed or not. This 
DSM is converted into graph structure along with their dependency level. Dependency level specifies the map of each e-
book. DSM is automatically updated when new books came to library. Graph structure also updated with their dependency 
levels. 
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1. INTRODUCTION 

An effective tool for complex and large systems 
analysis is Dependency Structure Matrix (DSM) which 
allows user to analyze the dependencies of system 
elements/entities and visualize them. It can provide 
proposal for system development/enrichment. DSM shows 
system elements in matrix format. Therefore, complex and 
large systems can be analyzed straightforwardly. DSM 
consists of rows and columns as system elements. Here, 
the DSM is used to analyze the books in libraries. 
Decompose the system into finer subsystems or modules 
or system elements to clearly examine the system. As a 
tool for system analysis, DSM captures 
interactions/interdependencies/interfaces between system 
elements [9]. Decomposition of system and dependence 
relationships correctness is the victory of DSM. Ontology 
clearly specifies the relationships between each 
subsystem. Therefore, DSM is constructed by using 
ontology for any domain in accurate way.  

Text mining seeks to mine required data from 
unformatted textual records through the recognition of 
interesting patterns and an examination of interesting 
patterns. In this paper, table of contents of library e-books 
can be extracted by using text mining. 

Ontology is a clear requirement of a 
conceptualization and it is creative process. It provides 
understandable description regarding complex system. 
Ontology is represented in hierarchical manner by 
decomposing the system which has relationship among 
them. Extensive domain knowledge is required for manual 
acquisition of developing ontologies. In nearly all cases, 
the result of ontology development could be incomplete or 
inaccurate  

[10]. Semi-automatic or automatic methods for building 
the ontology is used instead of manual building of 
ontology to overcame this disadvantage. Development of 
ontology need complete domain expert. No particular 
ontology can be developed in accurate way for any 
domain. Two ontologies developed by different 
community would not be similar one. The word ontology 
is applied in both a theoretical and non- theoretical context 
[8]. 
 
2. LITERATURE REVIEW 

Satnam Singh et al. [13] provided a survey on how to 
organize D-matrices for various systems. They focus on 
industrial view of D-matrices that portray the advantages 
and disadvantages of different D-matrices types, since 
every D-matrix has its own syntax and set of discrete 
element that have high level of details to illustrate the 
symptoms and failure modes of system [13]. They 
classified the D-matrices by considering data source and 
symptoms imperfectness: 
 
 Based On Sources:  
1. Engineering D-matrix EDx 
2. Historical data D-matrix HDx   
3. Documents D-matrix DDx 
 
 Based On Symptoms Imperfectness:  
1. Hard D-matrix  
2. Soft D-matrix  
 

Dnyanesh G. Rajpathak et al. [5] proposed an 
ontology based text mining method for automatic 
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construction of D-matrix and updating D-matrix by 
mining source reports. The primary purpose of D-matrix is 
to capture the fundamental associations between system 
failure modes and symptoms [13]. D-matrices are 
developed by analyzing historical data of failures, 
documents gathered during services, etc. [13]. In [5], 
initially they build ontology for fault analysis that consists 
of concepts and relations which usually occur in fault 
analysis domain. Subsequently identify failure modes, 
symptoms and their dependencies by employing the text 
mining algorithms that make use of fault diagnosis domain 
[5].  
 Maryam Hazman et al. [10] presented a survey 
on various methods in ontology learning from semi-
formatted and unformatted data. Ontology learning refers 
to mining ontological elements from source and develops 
ontology from them. Ontology learning aim to build 
ontologies in semi-automatic or automatic manner from 
text that was mined from sources [10]. Natalya F. Noy et 
al. [12] described a methodology to develop ontology for 
systems and they provided the detailed procedures to 
develop ontology. It addresses the complicated issues in 
defining hierarchies of class and class properties and 
instances. However, No particular ontology can be 
developed in accurate way for any domain [12]. Ontology 
learning is granular of techniques and methods to build 
ontology from beginning or ontology enhancement or 
adapting a previously available ontology in semiautomatic 
manner [10]. The steps to develop ontology specified in 
[12]: 
 
1. Find out the domain and ontology scope 
2. Existing ontologies reuse consideration 
3. List the terms of ontology 
4. Defining classes and its hierarchy 
5. Define class properties  
6. Facets definition 
7. Create instances 
 

Juan C. Rendón-Miranda et al. [7] proposed a paper 
on automatic classification of scientific papers in PDF and 
it describes the work related to identify different sections 
of the paper, automatically classify and instantiate them in 
an ontology in order to perform inferences about them. 
There are several tools to extract text from PDF files. 
Ontology population is made to enrich the information 
storage and it can be used to perform inferences with the 
store knowledge [7]. Here scientific papers are classified 
based on paper elements such as: title, author, abstract, 
keywords. 
 
3. SYSTEM FLOW 

The following diagram describes how the related 
books are identified in library: 
 
1. Extract content from library e-books 
2. Using this content, represent ontology for each e-book 

3. Subsequently construct DSM. The elements of DSM 
are library e-books. Primarily it is used to verify and 
represent whether the books are related or not. 
Represent diagonal matrix as 0, for the reason, they 
are same one. If books are related one represent as 1, 
otherwise it is represented as - 

4. After that convert DSM into graph structure and 
specify  percentage level of each book which is 
assigned to it 

5. Finally related e-books are listed to user for their 
targeted book.   

 

 
 

Figure-1. System architecture diagram. 
 
4. METHODOLOGY 
 Proposed system consists of following 
methodologies to find the related e-books: content 
extraction, ontology representation, dependency matrix 
construction, graph structure representation.  
 
4.1 Content extraction 
 Content extraction is searching and retrieving a 
subset of documents. The documents are often 
unstructured in nature and contain vast amounts of textual 
data. To mine content pages from e-books, PDFBox is 
used. The PDFBox library [3] is a Java library for 
operating with PDF files which is open source. This 
library performs new PDF file creation, handling of 
existing documents and extract data from files [3]. Extract 
particular pages from e-books by using this library. After 
extraction of pages from e-books using PDFBox library, 
desired content pages of each e-book extracted using file 
concept. Furthermore, apply text filtering to filter 
irrelevant terms. Because content pages of e-books can 
hold page number, chapter number and special character. 
Text filtering is primarily used to set the boundaries.  
 
 The sub task involved in this method: 
1) Extract pages from PDF 
2) Mine Content Page of each Book 
3) Filter Content 
4) Save Content 
5) Save PDF 
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Figure-2.  Home page. 
 

 
 

Figure-3. Content extraction page- image I. 
 

 
 

Figure-4. Content extraction page- image II. 
 

 
 

Figure-5. Content extraction page- image III. 
 

 
 

Figure-6. Content extraction page- image IV. 
 

 
 

Figure-7. Content filter page. 
 
4.2 Ontology representation 
 Ontology can be seen as an information model 
that explicitly describes various concepts that exist in a 
domain. Library ontology is represented by using classes 
that are sets, collections, concepts. Library ontology 
classes are departments, department related topics and 
department books. In addition classes can contain 
subclasses. Subclasses can be departments, department 
related topics. Classes and subclasses have their own 
attributes and relationships. Attributes are properties or 
parameters of books and relationships are way in which 
classes are related to one other. Classes are used to group 
e-books that are linked and organize these books into non-
overlapping sets. Classes are identified using a set of 
descriptive terms. The number of classes that are 
identified can be controlled.  
 
 The sub task involved in this method: 
1) Hierarchical representation: Identify the classes of 

e-book ontology and specify these classes in 
hierarchical manner 

2) Identify each book class: Find each book class by 
using descriptive terms and save in particular class 

 
4.3 Dependency matrix construction 
 Dependency Structure Matrix is used to relate 
entities/elements of one kind to each other. Therefore it is 
able to analyze dependencies of elements. In library 
ontology, books are the elements of this matrix. The key 
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purpose of DSM is to specify process status of e-books 
that indicate whether the e-book is processed for ontology 
representation. Arrival of a book to the library, DSM is 
updated. 
 
 The sub task involved in this method: 
1) Compare page content: Compare each book content 

page with one another. Consequently check whether 
books are related or not and specify its dependency in 
matrix 

2) Specify dependency in matrix: Diagonal matrix is 
represented as 0, because they are same one. Books 
are related means represented as 1, otherwise it is 
represented as – 

3) Update DSM: If fresh book arriving to library, 
perform the above steps from content extraction to 
specify dependency in matrix  

  
4.4 Graph structure representation 

Graph is used for system representation. The 
graph consists of nodes and edges. Nodes are used to show 
a system element and edges are used to show the 
relationships between system elements by mapping the 
nodes. Edges are provided with dependency level between 
two books that is represented in percentage format. 

Percentage = (number of lines in related book 
content page that are same as targeted book content page / 
number of lines in targeted book content)*100 
 
5. CONCLUSIONS 

Proposed paper is effectual in finding 
related/interrelated/correlated e-books in libraries by using 
Dependency Structure Matrix (DSM) that is constructed 
using ontology based text mining. Now-a-days, seek of 
related e-books are done manually, by comparing the 
content pages of desired books. This paper overcame this 
constraint by displaying related e-books for a targeted e-
book automatically. The related e-books are listed by 
using DSM along with graph formation with their 
dependency level. Dependency level is specified in 
percentage format.  It will be helpful for students and 
research scholars to find their desirable one. The 
continuous training of the system will provide effective 
results. 
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