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ABSTRACT 

The phenomenal growth of the social networking sites has swept over the communication world. The rising 
popularity of the social networking sites have also contributed to the rise in offensive behaviours, giving birth to one of the 
most crucial problem called cyber-bullying. Most of the social networking users would have encountered a worst e-day 
experience .The victims of cyber-bullying, widely being the adolescents, suffer deep scars which has led to suicidal 
attempts in many cases. Detection of cyber-bullying has also been a challenging issue for the researchers. A few automated 
methods have been developed which mainly rely on textual features. This work aims to improvise the detection of cyber-
bullying  by developing a real-time application combining user based textual features along with the social networking 
features such as number of circles, number of contacts in the friend’s list, bonding with the friends. 
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1. INTRODUCTION 

An online social network (OSN) [1] shall be 
defined as the use of dedicated websites and applications 
that allow the users to interact with other users, or to find 
people with similar interests to one's own. With the advent 
of web 2.0, the social networks gained much popularity 
ever since the launch of the first social network 
SixDegrees.com in 1997[1].The social networking sites 
enable  the people worldwide in stay in touch with each 
other irrespective of ages. The children in special are 
introduced to a bad world of worst experiences and 
harassments. The users of the social networking sites 
might be unaware of various vulnerable attacks hosted by 
the attackers in these sites. 

The involvement of adolescents in the online 
social networking sites has increased as the result of 
technology gap between the parents and technically more 
updated children [3]. The children engage themselves 
more into the internet and thus are prompted to share their 
photos and personal details which in turn turn out to be a 
serious social problem.  In the recent years the 
professional as well as personal tools for communication 
have witnessed dramatic changes [13].The social networks 
instigate the young people into a world of fatal threats 
such as cyber-bullying. Cyber-bullying is expanding as a 
crucial problem over the internet. 

Cyber-bullying may be defined as an intentional 
and aggressive act accomplished over a period of time by 
an individual or a group of individuals through an 
electronic medium over feeble victim who cannot shield 
themselves [4]. Cyber-bullying can be mainly classified as 
follows. Cyber-bullying is basically carried out using two 
tools namely the internet sources and the mobile devices 
[5]. 

Various options in the internet sources and 
mobile devices such as messaging services, cameras, 

social networking sites, Dash boards etc serve as a 
medium to carry out these kinds of attacks on the victims. 
The person who is being bullied is called the victim. The 
cyber-bullying attacks may sometimes may more intense 
that the victims are forced towards suicidal attempts. The 
cyber-bullying attacks can be put forth over a wide range 
of users [6]. Bullying can be of several types such as 
physical, social, sexual, verbal, psychological etc [14]. 
However, the targeted victims are adolescents [8] in 
general according to the reports given by recent studies. 
Figure-1 gives out a brief classification of the cyber-
bullying attacks. The cyber-bullying attacks are basically 
carried out through two sources namely the internet 
sources and the mobile networking sources. With the 
cloud nine popularity of the internet more number of users 
is attracted to it and thereby the number of social 
networking users also keep increasing. As far as mobile is 
concerned, it has become an essential part of everyone’s 
day to day life. Also the users find it easy to install apps in 
their mobile and increase their contact network. The 
market also offers the users with wide range of 
applications free of cost. 

Another form of cyber-bullying is called as 
cyber-grooming where adults employ the use of electronic 
medium to sexually seduce the adolescents [7]. Detecting 
such kinds of activities in the social networks becomes a 
difficult task because of lack of advancements in image 
level detection. According to research works [10] [11], 
Cyber-bullying can be classified into cyber-stalking, 
exclusion, impersonation, outing and trickery, harassment, 
denigration and flaming. Cyber-stalking [9] is a kind of 
cyber-bullying where victims is harassed or threaten over 
a period of time with the help of social media. The Figure-
2 portraits the different types of cyber-bullying mentioned 
above. Flaming [11] is when a person uses aggressive and 
angry words to harass the victim. Harassment is when 
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inappropriate or offensive language is used over a 
prolonged period of time. Denigration [12] is the spread of 
gossips and negative comment about a person with the 
intention of purely harassing the person.  

Outing and trickery is carried out by disclosing a 
person’s private information or tricking them to disclose 
the private information themselves in order to dishonour 
them in the social media. Impersonation is when a person 
steels the identity of another person and post offensive 
contents with the intention of defaming a person. 

Exclusion [12] is when a person is removed from 
a social circle wantedly in order to hurt the sentiments of 
the person.  Happy slapping and sexting are also a kind of 
cyber-bullying that wide spread over the web. Happy 
slapping consists of videos that depict conflicts and 
scuffles between the adolescents and their content 
intentionally over the web. Sexting is the circulation of 
photos of themselves or of others over the internet.  

With the increasing number of users as well as 
the attackers, controlling these kinds of vulnerable attacks 
becomes a very difficult task for the online social 
networking providers. Cyber-bullying detection is on its 
initial stage as it is a much complicated task. The existing 
works mostly concentrate on the prevention of offensive 
words and also affect the privacy of the users. The 
proposed work aims to contribute to the detection of 
cyber-bullying attacks and also proposes a effective follow 
up strategy. Section III gives out a brief description about 
the proposed work. The section II describes the various 
related works available. Section IV describes the 
implementation and results. The section V gives out the 
conclusion.  
 
2. RELATED WORKS 

The cyber-bullying attacks occur frequently on 
the social networking site and lead to severe physical, 
emotional and mental abuses [24].the predator can 
approach the victim in the following way. 
 
a) Connect to the victim through friend request or arouse 

the victim to send friend request. 

b) Lure the victim into a delusive relationship. 

c) Initiate abusive or sexual relationship. 

Though the users work online, the consequences 
are experienced when the even when the user leaves the 
internet world. The cyber-bullying victims undergo 
humiliations over 24x7 in the web. These attacks are 
similar to old wine in new bottle types. They have always 
existed in the society. At present their impact as widened 
with the pervasiveness of the social networks. Many cases 
have been reported in a decade were adolescents have 
been projected to these fatal attacks [25]. 

The children feel reluctant to share these 
information with their parents or well wishers as the fear 

of losing the mobile or the internet connectivity engulfs 
them. It is essential to create awareness among young 
children as well as the adults to prevent or safeguard 
oneself from the attack. Parents and teacher play a main 
role in educating the children about these attacks. 

Many governmental and nongovernmental 
organisations have opened up to stand against the cyber-
bullying attacks. Child exploitation and online protection 
centre (CEOP) [26] is a professional organisation that 
helps the children to report about abusive conversations 
invoked on them by adults. Many tools such as net nanny, 
mobicip, near parent, my mobile watchdog etc which 
mainly offer parental over the children where the parents 
are allowed to watch the overall content or the data shared. 
This in turn questions the privacy of the user and 
humiliates the user’s self-reliance. It motivates the 
children to de activate such tools since the children are 
more technically advanced than the parents. 

Previous works have explored the text mining in 
cyber-bullying vastly. The number, values of foul words 
were used as features by Reynolds et al [19] to determine 
the cyber-bullying conversations. User based features such 
as user’s activity log, content based features and cyber-
bullying features were used for the purpose of cyber-
bullying detection by Dadvar et al [18]. The gender factors 
such as male specific feature sets and female specific 
feature sets were also used for the purpose of cyber-
bullying detection by the experts. Filters are used to filter 
out offensive contents. However the attackers find way to 
bypass the servers that maintain the filters [9]. 
 
3. PROPOSED WORK 

The proposed work highlights the areas of 
importance that are necessary to create an automated 
system for the detection and prevention of cyber-bullying 
attacks. The previous works have concentrated only on the 
textual features of the social networking sites. The Table-1 
gives a comparison of the existing works and the proposed 
approach in cyber-bullying. The proposed work combines 
the efficiency of both the textual features as well as the 
social networking features for the detection and prevention 
of cyber-bullying attack. The Figure-3 depicts the 
proposed system architecture.  
 
3.1 Offensive posts detection module 

The stop word removal [20] technique is 
employed in the process of detection of offensive words. 
The stop word removal technique enables the filtering of 
meaningless and offensive words. The list of offensive 
words can be found in the rejection list. The abusive 
words such as ‘bitch’,’asshole’,’f**k’ are obtained from 
the users as well as retrieved from   noswearing.com 
.Blacklisting such abusive words enables the blocking of 
posts containing such words.  

Based on age limits the usage of offensive words 
is restricted. When the user is a major that is a person 
whose age is 18 and above and attempts to post offensive 
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words, they are warned before contents are being posted. 
The users themselves shall also report these offensive 
words directly. 

The data collection subsystem is responsible for 
all collecting all types of data namely text data, image data 
and the social media data. The rule manager consists of 
the set of offensive words that cannot be posted. The rule 
manager consists of a set of restricted words that can be 
blocked whenever the user posts such words. Whenever an 
user attempts to post illegal contents the decision manager 
warns the user in prior. 

If the predator attempts to posts even after the 
warning, the users are facilitated to either block the sender 
or seek the help of the trusted contact. The trusted contacts 
help the victims to recover from these kinds of vulnerable 
attacks. For those users feel hesitant to share their bad e-
day experiences, the system provides the way of automatic 
alarming to their trusted contacts whenever the threshold 
level of the offensive words in a post increases or when 
the usage of abusive words from a particular contact keeps 
extending.  
 
3.2 Social structure analysis module 

An efficient age classification [21] is performed 
as the first step in the social structure analysis module. 
The users are required to submit a government approved 
valid age proof as a mandatory resource to create a profile 
in the social network. This enables the filtering of contents 
based on the age group. When a person suddenly blocks 
another person or when a group of people withdraw 
themselves from a person, this could be concluded as an 
indication of cyber-bullying attack according to the 
psychological studies on cyber-bullying.  

The social structure takes into account the 
communication between different users. The temporal data 
module is used to compute the temporal data changes to 
detect abnormal patterns. The temporal data management 
module keeps into account the temporal activities of the 
user.  The ego networks are employed for the purpose of 
computing the communication relationship.  

Figure-4.A 1 ego-network around a node v 
depicted as marked in red. The ego node is represented by 
a triangle and its neighbours are represented by squares. 
The ego networks are generally used to compute the 
communication between the users. The centre user is 
called as the “ego”. The other users whom the ego is 
connected with are called its neighbours. The arrows 
establish the relationship between the ego node and its 
neighbour nodes. It can be represented as a graph G (V, E) 
where v is the number of nodes and E is the number of 
edges. The number of nodes and edges are used to 
determine the size and the connectivity of the user with 
the other users. The links determine the communication 
channel between different users. Links can be employed to 
determine the communication flow between two users 
 
 

3.3 Follow-up strategy module 
The present systems lack an effective follow-up 

strategy. Experts feel that follow-up strategy is most 
important in the detection and prevention of cyber-
bullying attacks. They allow the user only to report to the 
online social networking providers. According to the 
cyber-bullying critics this follow-up strategy [22] is 
inefficient and does not leave a good impact on the cyber 
bullied victim. The proposed system aims to safeguard the 
privacy of the user and thus enhancing the user’s self 
reliance. The proposed approach enables the detection of 
offensive posts and provides an alert signal to the trusted 
contacts [23] of the victim and thus aims to empower the 
victims. Figure-5 shows user uploading a offensive post. It 
consists of a title and a description. The users can the text 
a crisp title so that the receiver could easily prioritize their 
messages. 

The system is capable of evoking alert signals to 
the trusted contacts when the threshold level of the 
offensive message count is exceeded. The threshold is set 
to 5 message counts. When the illegal posts or messages 
are posted on the user’s page for more than five times, the 
system automatically signals the trusted contacts of the 
user seeking their aid to help the victim being bullied. The 
trusted contact may be the user’s close friends, relatives, 
colleague or parents. The trusted contacts are selected by 
the users themselves. And for minors it is essential have at 
least one adult in the trusted contact list. Figure-6 shows 
the restriction of offensive post when the user attempts to 
post them. The user is warned before they upload the text 
contain offensive words. However the user is allowed to 
post it on their own risk only when the receiver is 
classified as a major.  

This helps the victim to seek proper advice, help 
and support from the people whom they believe and need 
in worst situations. This shall prevent the victim from 
breaking down and being depressed. Thus ensures that the 
victim is not subjected to any suicidal attempts. The 
victim experiences a crucial period after the cyber-
bullying attack. The victims can have a moral support 
throughout the recovery period. 
 
4. IMPLEMENTATION AND RESULT 

Application is realised using Microsoft .Net 
framework with ASP.net. Microsoft .NET comprises of a 
set of Microsoft software technologies for efficient 
building and integration of XML based Web services, 
Microsoft Windows applications, and Web solutions. The 
.NET Framework is a language-equitable platform were 
programs can be written easily and ensures secure inter-
operability of the programs. The application developed 
ensures the safety of the victims from the online intruders. 
Also it provides more support and mental strength to the 
victims being bullied with the help of trusted contacts. 

The users are required to upload one of their 
government approved age proof as identity for the creation 
of their account. This submission of age proof is set to be 
a mandatory field in the creation of account. The admin 
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verifies age submitted proof and gives permission to the 
user to create account. This enables the classification of 
the users as per the age group and also facilitates the 
segregation of contents as per age. This in turn ensures the 
online security of the adolescents. The application also 
prevents the users from uploading offensive words. Thus 
the users can rely on the application and have a pleasant e-
day experience. 

Table-2 gives out the security impact of online 
activities with regards to the cyber-bullying detection 
features. The security impact is classified as low, medium 
and high according to the level of protection offered to the 
user by the application of social networking features. A 
comparison of efficiency of existing works and the 
proposed work can be depicted in the graphical format. 
The table provides the data on the cyber-bullying features 
and the security impact of user’s online activity. The chart 

shows that the security impact is high when the textual 
and the social networking features are combined. 
 
5. CONCLUSIONS 

This paper takes a step ahead with the 
employment of social relationship in the field of cyber-
bullying detection. Text analysis has been the predominant 
fields of research in cyber bulling. The proposed work 
proves that the accuracy of bullying detection shall be 
increased with the advent of combining two or more 
cyber-bullying detection features. Human behaviour 
analysis and image analysis are the key factors in realising 
precision in cyber-bullying detection in the mere future. 
The involvement of social research groups and young 
generation plays a vital part in the prediction and 
reduction of these kinds of vulnerable attacks. 

 

 
 

Figure-1. Classification of cyber-bullying attacks. 
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Figure-2. Types of cyber-bullying. 
 

 
 

Figure-3. The proposed system architecture. 
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Figure-4. The 1 Ego network “v” marked in red and its neighbours marked in blue. 
 

 
 

Figure-5. User uploads a post. 
 

 
 

Figure-6. Restriction of offensive post. 
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Figure-7. A comparison chart representing percentage of security impact over various social 
networking features. 

 
Table-1. A comparison of present works and the proposed work. 

 

The work Textual features Social network features 

Dinakar et al. [11] Yes No 

Nahar et al. [17] Yes No 

Reynolds et al. Yes No 

Dadvar et al. [18] Yes No 

Net nanny [15] Yes No 

D. Yin et al. [16] Yes No 

Proposed work Yes Yes 

 
Table-2. security impact of online social networking 

activities with respect to the cyber-bullying 
detection features. 

 

Cyber-bullying detection 
features 

Security impact of 
online activities 

Text Low 

Image Low 

Social networking features Low 

User demography Low 

Text and social networking 
feature 

High 
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