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ABSTRACT 

The statistics regarding the functionality of the brain was acquired tremendously. This leads to the birth of new 
technology called neural networks. A vast amount of information was processed in a human brain with the help of neurons. 
The interconnection between the neurons and the parallelism helps the brain to do the functions in few hundred 
milliseconds. The neural networks were able to solve the complex tasks. Unlike the traditional method, no explicit 
algorithm is required. In this paper, modified clocked CMOS D Flip Flop is taken and its parameters are analyzed for better 
performance by applying low power techniques. Then it is applied in the Artificial Neural Network (ANN) to provide an 
improved way for computing mathematical functions. It concludes that all the low power techniques reduce the leakage 
power comparatively. This resultant ANN architecture can be applied for low power digital applications.  
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1. INTRODUCTION 

Nervous cells, or neurons, are excitable cells 
specialized in receiving and sending electrical and 
chemical impulses. The nucleus controls the impulses 
originating from other neurons and generates a response. 
This behavior can be mimicked by a computer, thus 
originating in a simplified neuron which is known as an 
artificial neuron. Artificial Neural Networks (ANN) are 
composed of these artificial neurons, usually disposed in 
layers and connected so as to form networks [6]. Various 
problems in the field of pattern recognition, image 
processing and medical diagnostic etc. can be resolved by 
Artificial Neural Network (ANNs). The biologically 
inspired ANNs are parallel and distributed information 
processing systems [20]. 

A most important feature of Artificial Neural 
Networks (ANN) is their learning ability. Size and real-
time considerations show that on-chip learning is 
necessary for a large range of applications [8], [3]. In 
contrast to software implementation of ANN, hardware 
implementation provides a high level of parallelism. This 
allows us to make several computations concurrently in 
order to have a higher processing speed [8], [10], [11], 
[12]. In addition, the hardware implementation is highly 
portable since it has minimum requirements in area and 
power consumption, and provides standalone [8]. 
Nowadays the development of intelligent and more natural 
advanced devices, without need of knowledge for 
parameters setting activity, is inspiring the research groups 
worldwide. The need to have learning and adaptive 
capacity for such smart devices can be satisfied using 
neural networks hardware and software implementation 
[3]. Thus this paper aims to help the readers to identify the 
bridges in learning about the artificial neural network. 

2. MODIFIED CLOCKED CMOS D-FLIP FLOP 
The schematic of mC2MOS D flip-flop is shown 

in Figure-1 is one of the resilient classical structures. The 
mC2MOS is robust to clock slope variation due to the local 
clock buffering. The other classical structures have fast 
pull-up by using complementary pass gates which reduces 
its robust. Therefore mC2Mos flip flop is used to have high 
durability.  
 

 
 

Figure-1. mC2MOS D-Flip Flop. 
(Source ref [22]) 
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The mC2MOS circuit shows the minimum energy 
degradation and its mean energy increases up to 50%. Its 
main advantage is working in high performance and low 
power processors.Compared to conventional D-Flip Flops, 
mC2MOS D flip-flop having less number of transistors 
[22]. Modified clocked CMOS D Flip Flop has a special 
character involving the clock pulse. In this circuit, two 
inverters are used to obtain a most reliable input clock 
pulse. The original clock pulse (clk) is first inverted to get 
the negative clock pulse (ckb) and is further inverted to 
obtain the reliable positive clock pulse (ck).   
 
3. ARTIFICIAL NEURAL NETWORK 

Artificial neural networks (ANN) have found 
widespread deployment in a broad spectrum of 
classification, perception, association and control 
applications. Any kind of standard data can be categorized 
by using the hardware implementation.  

 

 
 

Figure-2. Artificial neural network. 
(Source ref [18]) 

Artificial neural networks (ANNs) have been mostly 
implemented in software [12]. Because implementing in 
software helps in detecting and recovering the errors made 
in the architecture. Since software implementation has 
many advantages such as less complexity, low cost and it 
reduces the time for implementing. It includes many basic 
logic gates and basic digital circuits as shown in Figure-2. 
All these circuits have been designed using 130nm CMOS 
technology. It can be used for performing any 
mathematical operation in a simple manner. 
 
4. LOW POWER TECHNIQUES 

Complementary Metal Oxide Semiconductor 
(CMOS) is a major technology in Very Large Scale 
Integration (VLSI) circuit design in case of power 
consumption. Power consumption is the major problem in 
the real world applications such as mobile applications. 
There is a common approach for the reduction of power 
consumption in any digital design using low power 
techniques.  
 Some of the low power techniques used in this 
paper is 
a) Full Sleep Approach  

b) Sleepy Keeper Approach 

c) Leakage Feedback Approach 

a) Full Sleep approach 
Sleep approach in Figure-3 is the most classical 

than other approaches. Basically, in sleep approach other 
than the pull-up and pull-down network an extra pMOS 
and nMOS is connected to the network. More particularly, 
pMOS is connected between Vdd and the pull-up network 
and nMOS is connected between the pull-down network 
and ground. During the active mode the sleep transistors 
are turned on and during the sleep mode it is turned off. 
While the sleep transistors are in off condition, it cuts off 
the power source for the network. This effectively reduces 
the leakage power generated in the network [1]. 
 

 
 

Figure-3. Full Sleep approach. 
 
b) Sleepy Keeper approach 

Sleepy Keeper in Figure-4 is one of the most 
efficient techniques used for reducing the leakage power. 
In this approach, parallel pMOS and nMOS transistors are 
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linked to the pull-up and pull-down network. These 
combinations of pMOS and nMOS transistors are 
connected between Vdd and the pull-up network and also 
between the pull-down network and ground. The gate 
terminal of nMOS placed between Vdd and the pull-up 
network is connected to the gate terminal of pMOS placed 
between the pull-down network and ground. This helps to 
maintain the proper logic of the circuit and reduces the 
leakage power efficiently [1].  
 

 
 

Figure-4. Sleepy Keeper approach. 
 
c) Leakage feedback approach 

Another method for reducing the power 
consumption is leakage feedback approach. In this 
approach, two parallel connected pMOS are placed 
between Vdd and the pull-up network as shown in Figure-
5. Similarly, two parallel connected nMOS are placed 
between the pull-down network and ground. In this 
method, the inversion of the output signal is taken and is 
given as a feedback to the pMOS and nMOS chained with 
the pull-up and pull-down network respectively. This 
maintains the proper logic of the circuit during stand-by 
mode. This approach most commonly increases the overall 
performance of the circuit. [1] 

 
 

Figure-5. Leakage Feedback approach. 
 

These leakage power reduction techniques have 
been applied in the existing mC2MOS D flip flop. The 
resulting flip flop with low power has been further applied 
in ANN. The performance and comparison of parameters 
have been examined below.    
 
5. SIMULATION RESULTS 
 
5.1 Existing mC2MOS D Flip Flop 
 

 
 

Figure-6. Existing mC2MOS D Flip Flop output. 
 

The above Figure-6 represents the input signal, 
clock pulse and output waveform of mC2MOS DFF taken 
in the nodes 2, 17, 12 respectively. 
 
5.2 Existing artificial neural network  
 

 
 

Figure-7. Existing Artificial Neural Network output. 
 

The Figure-7 denotes the input and output 
waveforms at node 2 and 116 respectively. The remaining 
waveforms are intermediate outputs of multiplexer, shift 
register, etc.  
 
5.3 Proposed mC2MOS D Flip Flop using full sleep 
approach output   
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Figure-8. Proposed mC2MOS D- Flip Flop Using Full 
Sleep Approach Output. 

 
The Figure-8 explains the modification in the 

output of mC2MOS DFF after applying the full sleep pulse 
in node 17 and 18. 
 
5.4 Proposed mC2MOS D Flip Flop using sleepy keeper 
approach output 
 

 
 

Figure-9. Proposed mC2MOS D- Flip Flop using sleepy 
keeper approach. 

 
The Figure-9 points out the modification in the 

output of mC2MOS DFF using sleepy keeper technique by 
applying the sleep and sleepbar pulse in node 20 and 21 
respectively. 
 
5.5 Proposed mC2MOS D Flip Flop using leakage 
feedback approach output 
 

 
Figure-10. Proposed mC2MOS D- Flip Flop using leakage 

feedback approach. 

The Figure-10 shows the modification in the 
output of mC2MOS DFF along with the negative feedback 
using leakage feedback technique by applying the sleep 
and sleepbar pulse in node 20 and 21 respectively.  
 
5.6 Proposed artificial neural network using full sleep 
approach output   
 

 
 

Figure-11. Proposed mC2MOS D- Flip Flop Using Full 
Sleep Approach Output. 

 
The Figure-11 briefs the output of ANN with 

modified mC2MOS DFF using full sleep approach. Here, 
the output is measured at the node 116.  
 
5.7 ANN with proposed mC2MOS D Flip Flop using 
sleepy keeper approach output 
 

 
 

Figure-12. Proposed mC2MOS D- Flip Flop Using Sleepy 
Keeper Approach. 

 
The Figure-12 describes the output of ANN at 

node 116 with modified mC2MOS DFF using sleepy 
keeper technique.  
 



                               VOL. 10, NO. 12, JULY 2015                                                                                                                   ISSN 1819-6608 

ARPN Journal of Engineering and Applied Sciences 
©2006-2015 Asian Research Publishing Network (ARPN). All rights reserved. 

 
www.arpnjournals.com 

 

 
                                                                                                                                                      5147 

5.8 ANN with proposed mC2MOS D Flip Flop using 
leakage feedback approach output 
 

 
 

Figure-13. Proposed mC2MOS D- Flip Flop using leakage 
feedback approach. 

 
The Figure-13 gives the ANN output at node 116 

after modifying mC2MOS DFF using leakage feedback 
method. 

Here, HSPICE tool is used for performing the 
simulation process all the digital circuits involved in the 
ANN architecture.   
 
6. PERFORMANCE ANALYSIS 
 
Table-1. Comparison of existing and proposed mC2MOS 

D-FF in 130nm CMOS technology. 
 

Low power 
techniques 

Power 
(W) 

Delay 
(s) 

 
Power delay 
product (J) 

Existing 96.89 µ 712.69 p 69.012 f 

Full Sleep 17.06 µ 615.28 p 
10.496 f 

 

Leakage 
Feedback 

22.31 µ 541 p 12.0697 f 

Sleepy 
Keeper 

7.935 µ 499.56 p 3.964 f 

 
The above table explains the power reduction in 

the flip flop with leakage power reduction techniques than 
the existing flip flop.  
 
 
 
 
 

Table-2. Comparison of existing and proposed artificial 
neural network in 130nm CMOS technology. 

 

Low power 
techniques 

Power 
(W) 

Delay 
(s) 

Power delay 
product (J) 

Existing 1.972 m 110.55 p 218.82 f 

Full Sleep 0.6586 m 71.88 f 47.34 a 

Leakage 
Feedback 

0.8516 m 38.024 p 32.38 f 

Sleepy 
Keeper 

0.5049 m 34.767 f 18.56 a 

 
The above table explains the power reduction in 

the ANN with modified flip flop than the existing ANN. 
 
CONCLUSIONS 

In this paper, the circuits were designed using 
130nm CMOS technology. The circuits performance 
parameters power, delay and power delay product were 
compared. The simulation for 130nm MOSFET was 
carried out at 3.3 V. The transient, power, delay and power 
delay product analyses have been carried out. These 
observations are compared. It is noted that, the proposed 
circuits in 130nm MOSFET consumes less power than the 
existing circuits. The modified Clocked Complementary 
Metal Oxide Semiconductor (mC2MOS) D Flip Flop is 
designed using low power techniques like sleep approach, 
sleepy keeper approach and leakage feedback approach in 
130nm CMOS technology. The result shows that the 
sleepy keeper technique is maintaining the output properly 
during ideal mode and reduces the power leakage 
effectively than other approaches.  
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