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ABSTRACT 

 Wireless sensor networks (WSN) are energy constrained network since each node in WSNs are typically powered 

by batteries with limited capacity. Compressing the data sensed at each sensor node in an energy efficient manner is 

necessary for extending the network lifetime of wireless sensor network. In each sensor node the communication module is 

the main energy consuming unit and therefore data compression is one of the techniques that could be used to reduce the 

amount of data transmitted among the nodes. The proposed algorithm, Modified Adaptive Rice Golomb Coding (MARGC) 

is one such compression technique to prolong the life time of the network. Simulation results using different datasets 

demonstrate the feasibility and efficacy of MARGC algorithm. The algorithm has also been implemented in real time using 

NI WSN hardware. 
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1. INTRODUCTION 
Wireless Sensor networks are deployed with 

number of sensor nodes for enabling continuous 

monitoring in many fields and are suitable for large scale 

data gathering. WSN finds its application in domains like 

medicine, agriculture, industrial monitoring, environmental 

monitoring, structural monitoring and surveillance. Each 

sensor node transfers the collected data wirelessly to the 

sink either directly or through multihop communication 

[1]. Among different energy consuming process like 

sensing, processing and communication, the sensor node 

consumes more power during communication. There are 

number of algorithms developed and proposed for reducing 

the power consumption during transmission and reception. 

Designing energy efficient and a simple data compression 

method is a challenging issue. 

 Different solutions like energy conserving sleep 

scheduling [3], topology control [4], mobile data collectors 

[5], data aggregation [6] and compression techniques have 

been  proposed to attack energy problems and conserve the 

energy of sensor nodes. These approaches focus on the 

energy efficient data collection, data aggregation and 

transmission of sensory data. Especially data aggregation 

aims at reducing the amount of data transmitted, but such 

mechanisms may not be applied when node redundancy is 

not available because of network deployment [7], [8] or 

sensor breakage. Compression is a solution with which the 

sensor nodes may regularly report their dataset that have 

been sensed for a long time to the remote sink [1].  

Based on the recoverability, data compression can 

be classified into three categories: lossless, lossy and 

unrecoverable [9]. The original data can be perfectly 

recovered from the compressed data in lossless 

compression and lossy compression is one that allows data 

recovery from compressed data with some losses. An 

unrecoverable compression allows only compression 

operation and there is no decompression operation, for 

example transmitting only the average value of the 

collected dataset from which the original data cannot be 

reconstructed. In order to reduce the size of the data to be 

transmitted an efficient compression algorithm should be 

accomplished. MARGC algorithm aims to achieve this by 

exploiting temporal correlation in the data collected 

periodically from WSN applications. 

 

2. RELATED WORK 

Data compression scheme is classified into two 

main categories namely distributed data compression 

schemes and local data compression schemes [25]. The 

high spatial correlation of data in dense networks is used 

for distributed data compression. Some of the algorithms 

proposed under this approach are: distributed source 

coding (DSC) [10, 11], distributed transform coding (DTC) 

[12, 13], distributed source modeling (DSM) [14, 15], and 

compressed sensing (CS) [16]. But this scheme conserves 

energy at the expense of information loss in the source.  

In local data compression scheme the temporal 

correlation of sensor data is taken into account to perform 

local compression in each sensor node. Both lossy and 

lossless compression algorithms have been proposed under 

this scheme. Lossy algorithms are: lightweight temporal 

compression (LTC) [19], K-RLE [21], DPCM-

Optimization [24] and lossless algorithms are: Sensor - 

Lempel Ziv Welch (S-LZW) [20], Lossless Entropy 

Compression (LEC) [17], modified adaptive Huffman 

compression scheme [18], median-predictor-based data 

compression (MPDC) [22], and two-modal transmission 

(TMT) [23]. Most of these algorithms are computationally 

intensive and some also require adaptive dictionary 

structure that leads to growing dictionary problem and its 

compression efficiency also gets degraded. 

The proposed MARGC algorithm can be used as 

lossy or lossless compression that could be adapted based 

on the application. Important properties of this algorithm 
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are it is very simple, adaptive and easy to use algorithm 

that could also be applied on non-positive values. 

 

3. RICE GOLOMB CODING 
Rice Golomb coding is a lossless data 

compression method and is a well-known compression 

algorithm for sensor data. A tunable parameter ‘M’ is used 
to divide an input value ‘S’ in Golomb coding that results 
into two parts: quotient ‘Q’, and the remainder ‘R’, where: 
S = Q × M + R. Golomb code encode non negative integer 

S by encoding (S/M)=Q as a unary value and (S mod M) 

=R as a binary value. 

 

a) Encoding algorithm 

 Rice coding is fairly straightforward. M is an 

integer power of two say, M = 2^K. Then encoding is 

carried out for each input value ’S’ as follows: 
1. Writing S & (M - 1) in binary that represents R.  

2. Writing S >> K in unary that represents Q.  

 

b) Decoding algorithm 
  Decoding algorithm is also as simple as encoding. 

M is computed using the equation M = 2^K where the bit 

length K is obtained from the encoding. Then the following 

steps are carried out for each encoded symbol (S): 

1. Q is determined by counting the number of 1s 

before the first 0. 

2. R is determined by reading the next K bits as a 

binary value. 

3. S is given by Q × M + R 

 

4. MARGC ALGORITHM 

The proposed MARGC algorithm can be used for 

coding/decoding both positive and negative dataset 

whereas the original Rice Golomb coding was designed to 

encode sequence of non-negative numbers. The sensor 

network that would periodically monitor the environmental 

condition is considered for applying this algorithm. The 

network is supposed to collect a set of data periodically and 

send it to sink node in an energy efficient manner by 

adopting MARGC algorithm. The algorithm can be used as 

lossy or lossless compression based on the need of 

application. Lossless compression is obtained by subjecting 

the dataset to MARGC encoding and decoding procedure. 

In order to reduce the number of bits during transmission 

the dataset is divided by 2 and this data is then encoded by 

MARGC algorithm. At the receiver end the decoded data is 

again multiplied by 2 to retrieve the dataset. Though this is 

a lossy compression technique, compression ratio is 

increased. 

 

In both the cases root mean square error (RMSE) 

and compression ratio (CR) in % is calculated using 

equation (1) and (2), 

RMSE =  (1) 

 

CR = (1 -  ) * 100   

                 

a) Encoding algorithm for negative dataset 

 The Encoding algorithm for negative dataset using 

MARGC is as follows: 

 

(i) Maximum negative number in the sequence    is found 

and is added to all the data in the sequence. Thereby the 

negative sequence is converted to positive sequence. 
 

(ii)  The tunable parameter ‘M’ that divides the input data 
‘S’ is made adaptive with respect to the data, such that 
‘Q’ is made small.  
 

(iii) Now the data is coded as per rice golombi.e. ‘Q’ in 
Unary and ‘R’ in binary, this results with a ‘0’ in MSB   
bit followed by a ‘1’ in the next bit for all the data in 
dataset while encoding.  
 

(iv) The above operation allows us to perform bitwise-

XOR for the encoded bits thereby reducing the number 

of encoded bits. 

       Example for bitwise-XOR on single operand:  
 

 
(v)  Now the variable length coded data is converted to a 

fixed length coded data in order to decode the data 

correctly at the decoder by appending zeros to the 

encoded data to match with the maximum length of the 

encoded data in the given sequence.  
 

(vi) The encoded data will be in the format such that the 

first 3 bits represent the fixed length of encoded data 

and the first encoded data will be the maximum 

negative value in the sequence followed by the encoded 

data of converted positive sequence. 

 

b) Decoding algorithm for negative dataset 

 The decoding algorithm for negative dataset using 

MARGC is as follows: 

 

(i) At the receiver end, from the received encoded data 

fixed length of encoded data is determined from the 

first 3 bits. 
 

(ii) The maximum negative value used for converting the 

negative sequence to positive sequence is found from 

the immediate encoded data. 
 

(iii) The appended zeros are removed from the encoded 

data leaving a ‘1’ in the MSB of each data and reverse 
of bitwise-XOR operation is performed. 
 

(iv) The remaining K bit of binary value is used to 

determine ‘R’ value, M = 2^K and since ‘K’ is made 
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adaptive such that it results with ‘Q’ to be 0 for all the 

data in the sequence. 
 

(v) This R, M & Q values can be used to determine the 

positive sequence from the expression S = Q × M + R.  
 

(vi) The original negative dataset can be retrieved by 

subtracting the positive sequence with the determined 

maximum negative value in step (ii). 

 

The pseudo-code of MARGC algorithm for negative 

sequence is shown in Figure-1 below: 
 

\\ ENCODING 

 

1. If S(N )<0 

2. {  

3. Max = Maximum (negative value(S)); 

4. SE = S+ Max; i=0; 

5. for (j=1;j<(N+1);J++) 

6. { 

7. SE(j)= SE(i); ++i ; 

8. }  

9. SE(0) = Max; N= N+1; 

10. for(i=0; i<N; i++) 

11. { 

12. for (K= 0; K<8; K++)  

13. M=2
K
;Q= Unary( S/M );  

14. R= Binary(S mod M);  

15. if  (Q==0 && R(K) == 1) 

16. EN(i) = bitwise-XOR(concatenate{R,Q}); 

17. L(i) = Length (EN(i)); 

18. } 

19. L = Max(L);i= 0; 

20. do{ 

21. ENC(i)=concatenate{0,En(i)};  

22. if (length(ENC(i)==L) 

23. i = --i + 1; 

24. else  

25. i = --i; 

26. } while(i==N-1); 

27. ENCSEQ= concatenate{binary3(L),ENC};\\encoded 

data  

28. }end; 

\\ DECODING 

29. L = decimal(concatenate{ENCSEQ(0), ENCSEQ(1), 

ENCSEQ(2)}); 

30. i=0; j=3; 

31. do{ 

32. ENC(i) = ENCSEQ(j);  

33. –i;--j; 

34. }while(i==N); 

35. MAX = decimal(ENC(0)); 

36. for(i=0;i<N;i++) 

37. { 

38. ENC(i) = decimal(ENC(i)); 

39. ENC(i) = binary(ENC(i)); 

40. K=length(ENC(i)); 

41. R= decimal(Rbitwise-XOR(ENC(i)); 

42. M(i) = 2^K;Q(i)=0; 

43. S(i) = (Q(i) * M(i))+ R(i); 

44.   }end; 

 

Figure-1. Pseudo-code of MARGC algorithm for negative 

sequence. 

 

c) Encoding and decoding algorithm for positive 

dataset 
 

The steps involved in encoding positive dataset using 

MARGC algorithm is as follows: 
 

(i) Average value of the given positive input sequence is 

found. 
 

(ii) The difference of the sequence with the average value 

is taken. 
 

(iii) Now the differenced sequence will have some 

negative values also and hence this differenced 

sequence could be encoded and decoded using the 

above algorithm. 
 

(iv) The encoded data format is, the first 8 bit represents 

the average value found in step (i), next 3 bit 

representing the fixed length of each encoded data in 

the sequence followed by the encoded data with the 

maximum negative value of the differenced sequence 

being the first encoded data. 
 

(v) The decoded data is then added with the average value 

found in the first step that can be determined from the 

encoded data. 

 

The pseudo-code of MARGC algorithm for positive 

sequence is shown in Figure-2 below. 
 

\\ ENCODING 

1. If S(N )>0 

2. { 

3. AVG = average(S(N)); S(N) = S(N) – AVG; 

4. Max = Maximum (negative value(S)); 

5. SE = S+ Max; 

6. i=0; 

7. for (j=1;j<(N+1);J++) 

8. { 

9. SE(j)= SE(i); ++i ; 

10. }  

11. SE(0) = Max; N= N+1; 

12. for(i=0; i<N; i++) 

13. { 

14. for (K= 0; K<8; K++)  

15. M=2K;Q= Unary( S/M );  

16. R= Binary(S mod M);  

17. if  (Q==0 && R(K) == 1) 
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18. EN(i) = bitwise-XOR(concatenate{R,Q}); 

19. L(i) = Length (EN(i)); 

20. } 

21. L = Max(L);i= 0; 

22. do{ 

23. ENC(i)=concatenate{0,En(i)};  

24. if (length(ENC(i)==L) 

25. i = --i + 1; 

26. else  

27. i = --i; 

28. } while(i==N-1); 

29. ENCSEQ = concatenate{binary8(AVG),  binary3(L),  

ENC}; \\ ENCSEQ => Encoded data 

30. }end; 

\\ DECODING 

31. AVG = decimal (ENCSEQ(0)) 

32. L = decimal(concatenate{ENCSEQ(1),    ENCSEQ(2), 

ENCSEQ(3)}); 

33. i=0; j=4; 

34. do{ 

35. ENC(i) = ENCSEQ(j);  

36. –i;--j; 

37. }while(i==N); 

38. MAX = decimal(ENC(0)); 

39. for(i=0;i<N;i++) 

40. { 

41. ENC(i) = decimal(ENC(i)); 

42. ENC(i) = binary(ENC(i)); 

43. K=length(ENC(i)); 

44. R= decimal(Rbitwise-XOR(ENC(i)); 

45. M(i) = 2^K;Q(i)=0; 

46. S(i) = ((Q(i) * M(i))+ R(i))+AVG; 

47.   } end; 
 

Figure-2. Pseudo-code of MARGC algorithm for positive 

sequence. 

 

5. SIMULATION RESULTS 
 Simulation results for two different dataset one 

with positive data alone and the other dataset with both 

positive & negative data obtained from [26] are given 

below. Each dataset with 144 temperature data collected 

for 6 days in hourly basis is considered for the simulation. 

 

a) Simulation results for positive data sequence 

 The Lossless Encoding and Decoding simulation 

results for sequence with positive data are shown in Figure-

3 below. Figure-3(a) shows the plot of the input 

temperature dataset considered and the decoded output is 

shown in Figure-3(b). 

 

Figure-3.  Lossless encoding and decoding (a) Positive 

sequence of input data (b) Decoded dataset after applying 

MARGC algorithm. 

 The RMSE and compression ratio of the above 

result are : RMSE = 0 since it is a lossless compression and 

CR (%) = 36.1%. 

 The Lossy Encoding and Decoding simulation 

results for positive data sequence are shown in Figure-4. 

Figure-4(a) shows the plot of the input temperature dataset 

considered. The considered data are all positive and lossy 

MARGC encoding was performed on the data. The 

decoded output is shown in Figure-4(b). 

 
 

Figure-4.  Lossy encoding and decoding  (a) Positive 

sequence of input data (b) Decoded dataset after applying 

MARGC algorithm. 

 In lossy compression though there is an RMSE of 

0.69, CR(%) is increased to 48.7%. 

b) Simulation results for sequence with both positive 

& negative data 

   The Lossless Encoding and Decoding simulation 

results for sequence with both positive and negative data 

are shown in Figure-5 below. Figure-5(a) shows the plot of 

the input temperature dataset considered. The considered 

dataset consists of both positive and negative data. Lossless 

MARGC encoding proposed for negative data was 

performed on the data. The decoded output is shown in 

Figure-5(b). 
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Figure-5. Lossless encoding and decoding (a) Input dataset 

with both positive and negative data (b) Decoded dataset 

after applying MARGC algorithm. 

 

  The RMSE and compression ratio of the above 

result are : RMSE = 0 since it is a lossless compression and 

CR (%) = 36.8%. 

  The Lossy Encoding and Decoding simulation 

results for sequence with both positive and negative data 

are shown in Figure-6. Figure-6(a) shows the plot of the 

input temperature dataset considered. The considered 

dataset consists of both positive and negative data. Lossy 

MARGC encoding proposed for negative data was 

performed on the data. The decoded output is shown in 

Figure-6(b). 

 

 
 

Figure-6 Lossy Encoding and Decoding (a) Input dataset 

with both positive and negative data (b) Decoded dataset 

after applying MARGC algorithm. 

 

 In lossy compression though there is an RMSE of 

0.73, CR(%) is increased to 49.3%. 

 Lossless or lossy encoding/decoding is used based 

on the application requirements. The proposed algorithm is 

adaptive in nature, where the algorithm for positive 

sequence or sequence with negative data is adapted based 

on the input dataset. 

 Parameters like length of encoded data, 

Compression Ratio (CR) in % and RMSE are considered to 

analyse the efficiency of proposed alogorithm and the 

results are tabulated in  Table-1. The actual length of 

encoded data before using MARGC algorithm is 1152 bits 

i.e. (8bits*144 data).  

Table-1. Length of encoded data , compression ratio (cr) 

and rmse by applying margc algorithm. 
 

Data 

sequence 

Type of 

encoding 

Length 

of 

encoded 

data 

(bits) 

CR 
(%) 

RMSE 

 

Positive 

values 

Lossless 736 36.1 0 

Lossy 591 48.7 0.69 

Positive 

and 

negative 

values 

 

Lossless 728 36.8 0 

Lossy 583 49.3 0.73 

 

 From Table-1 it is observed that the proposed 

algorithm gives better CR and reduced RMSE for the 

considered dataset. 

 

6. EXPERIMENTAL SETUP 

 The MARGC algorithm is implemented in real 

time using NI WSN hardware. In our experimental setup 

the NI 3202 measurement node is used for sensing the 

temperature data and NI 9792 is used as the gateway as 

shown in Figure-7. The temperature of various laboratories 

in the department is measured using the NI measurement 

node and the link quality of the node with the gateway is 

also measured. 

 

 
 

Figure-7. NI WSN hardware module. 

 

 The MARGC algorithm is implemented to one of 

the dataset obtained by placing the gateway node in the 

Networks laboratory and the measurement node in the 

VLSI laboratory with the link quality of 40% as shown in 

Figure-8. 
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Figure-8. Experimental setup with NI WSN modules (a) 

Measurement node in VLSI Lab (b) Gateway node in 

Networks Lab. 
 

 The acquired temperature data is compressed 

using MARGC algorithm in the NI measurement node. The 

algorithm is programmed in the node using LabVIEW 

software [27] and the compressed data is transmitted at 

2.4GHz to the sink node where it is decompressed to get 

back the original data. The results of the MARGC 

algorithm implementation in NI WSN module is shown in 

Figure-9. 
 

 
 

Figure-9. Real time implementation result using NI WSN 

hardware module. 

 

 Thus the real time implementation of MARGC 

algorithm results with the compression ratio of 55% and 

the RMSE is 0 since the algorithm implemented is a 

lossless one. 

7. CONCLUSIONS 

In this paper, a modified adaptive Rice Golomb 

coding is used for both lossy and lossless compression of 

positive/negative data sequence for wireless sensor 

network. The proposed MARGC algorithm is efficient, 

simple and is also suitable for resource-constrained 

wireless sensor nodes. The algorithm reduces the amount 

of data being sent from the source node to the sink node 

that in turn reduces the energy spent during transmission 

and thereby increase the lifetime of the network. 

Additionally, the proposed algorithm can be used in 

monitoring systems with different types of data and 

provides satisfactory compression ratios. The algorithm is 

also implemented in real time using NI WSN hardware. As 

a future work the performance of this algorithm will be 

tested for biomedical signals.  
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