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ABSTRACT 

Recent Machine Learning algorithms are widely available for various purposes. But which classifier is suitable for 

particular data is not yet defined. To consider this into account, well known classifiers Logistics Regression and Bayesian 

Classifier is taken to validate the work. To validate this, consider some factor such as Asymptotic error (i.e Normally 

Naive Bayes reaches its asymptotic error very quickly with regards to the number of training samples), how performance 

takes place when we increase the data set size etc.. Here we discuss how various bayes classifiers like Bayes Network, 

Naive Bayes, Naïve Bayes Multinomial Text, and Naïve Bayes Updateable are working and how they differ with each 

other based on given data and these results are effectively compared with Logistics Regression. Moreover, proposed work 

is compared using Naïve Bayes and Logistic Regression by using some standard dataset results as input. Finally it shows 

how the Bayes classifier methods and Logistic Regression differs each other in terms of performance factor. 
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1. INTRODUCTION  

Generally the classification is done by manual, 

rule based, statistical or probabilistic based and some other 

techniques. Naive Bayes, Logistic Regression, SVM, 

Decision Trees are some of the methods based on 

statistical or probabilistic. Our proposed work tries to 

combine the background knowledge of some Bayes 

classifiers and Logistics Regression. Before going to see 

the detail we need to understand what is Generative 

models and discriminative models. Consider the classifier 

involves function of F(x): X Y or P (Y|X).The 

Discriminative classifiers are based on conditional models. 

So it considers the functional form for P (Y|X) and 

Estimate parameters of P (Y|X) directly from training data. 

But Generative classifiers are based on joint models. So it 

considers the functional form for P (X|Y), P(X) and 

Estimate parameters of P (X|Y), P(X) directly from 

training data. Using Bayes rule, we can calculate 

probability P (Y|X= xj). Naive Bayes, Logistic Regression 

learning algorithms are based on understanding of 

probability by Interesting relationship between Generative 

and Discriminative classifiers. 

 

2. RELATED WORK 

This section discusses the research related to the 

classifiers. Generally logistic regression used for state-of-

the-art categorization. The same approach is used in [1], 

[2] other high dimensional data analysis problems like 

predicting adverse drug events [3]. But the drawback of 

this work is recent applications more broaden in range. 

Some extension to polychromous logistic regression, and 

other related research have applied more complex models 

[4]. In richer prior distributions more informative in the 

statistical based result, but they are not based on any idea 

about language. In recent work [5], they propose some 

features are likely to be more useful than others, provide 

more significant high effectiveness. Here in [8] developed 

a classification tree based on standard long-term HRV for 

risk assessment in patients suffering from CHF. Totally 11 

Attributes are used to find out particular person is having 

Heart Disease or not. Using Naïve Bayes Classifier 

Automatic Classifier is developed. The proposed classifier 

separates lower risk patients from higher risk ones, using 

standard long-term heart rate variability (HRV) measures. 

Moreover, proposed work is compared with CART 

(Classification and Regression Tree) the proposed method 

achieved the highest performance in terms of accuracy rate 

and sensitivity 

 

3. PROBLEM STATEMENT 

In KDD processing one of most difficult part is 

choosing the correct suitable data mining technique for 

specific data to perform decision making. Even though 

there are many techniques in the Data mining process, 

choosing the best classifier becomes challenging work. 

This makes troubles to the researchers who often use more 

data for their research work. While coming to 

classifications, choosing the methods as well as the 

relationship between them become more challenging. 

Here, Bayesian Classification Methods, Logistic 

regression is compared to find out which classifier suits 

for which data to perform better classification. This work 

suggests user to choose a classification method based on 

their data set. Also, it suggests the user to choose most 
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suitable data mining techniques by understanding the 

classifier based on a given problem. Here we chose a 

comparison of some classifier like Bayes Network, Naive 

Bayes, Naïve Bayes Multinomial Text, Naïve Bayes 

Updateable, Logistics Regression using standard datasets 

like Automobile, Contact-lenses, Thyroid, Housing etc.. 

And these data sets were extracted from the UCI 

repository. It is not possible to conclude that one particular 

method is best, since it depends on what type data we are 

going to handle and what type of result we expect like 

discrete, continuous and etc., So our novel work try to 

combine the Logistic Regression with Naive Bayes by 

comparing Naive Bayes and Logistic Regression. Also it 

discussed detail about the various Bayes method already 

proposed. If someone have to process there data, this work 

shows clear ideas about choosing various classification 

method especially Naive Bayes and Logistic Regression as 

their initial stage of implementation. The”Fig.1” shows the 
sample parallel project of data’s in the dataset.  Also, we 
compared the results based on precision, recall, MAE, 

RMSE, Kappa performance metric values.  

 

4. CLASSIFICATION TECHNIQUES 

 

A. Bayes network 

A Bayesian network is a simple graphical 

notation or structured form for specifying probabilistic 

relationships among a group of variables X = {X1, Xn,}, 

which contains a network structure of conditional 

independence about X and a set of local probability 

distributions. It represents dependency or independency of 

data via a directed graph. In a Bayes network the nodes are 

denoted by random variables and edges represent direct 

dependence. Bayesian Probability is the degree of belief in 

that particular event, but the classical Probability is the 

physical probability of a particular event. All the nodes in 

the graph are 1 to 1 relationship with the variables X and 

arc denotes a conditional independence which shows the 

strength of dependencies. A conditional distribution for 

nodes in the graph given its parents as P (Xj | Parents (Xj)). 

To construct bayes network, consider an ordering of 

variables X1, … ,Xn .For each value of  j ( 1 to n), Xj  is 

added to the network and select parents (P) from X1, … ,Xj-

1 . Therefore, 

 

P (Xj | Parents(Xj)) = P (Xj | X1, ... Xj-1)                    (1) 

 

This choice of parent’s guarantees is form by chain rule 

 

P (X1, … ,Xn) = ∑j =1P (Xj | Parents(Xj))                  (2) 

 

In general this is represented by,  

  

p(X1,....Xn) = P( p(Xj | parents(Xj) ) )                  (3) 

The main components of a Bayesian network are 

the graph structure which represents the conditional 

independence assumptions and the numerical probabilities 

for each variable. The Bayesian network graphs are no 

directed cycles (acyclic). But there is some limitation of 

this method. Bayesian Networks require some initial 

knowledge of more probabilities like quality and 

significant computational cost. Also, it provides a natural 

representation for the conditional independence, at the 

same time it is easy for domain experts to construct. 

 

B. Multinomial Naive Bayes 

Multinomial Naive Bayes is a new version of 

Naive Bayes which is designed for the text documents. 

Naive Bayes models the document based on presences and 

absences of particular words, whereas multinomial naive 

Bayes construct models explicitly by word counts. 

Denoting the classes as ci and any relevant features F 

vector, the probability of a given class is given by Bayes 

Theorem, 

 

 
 

Figure-1. Parallel coordination plot of datapoint during 

classification. 

( ܤ⃗|௜ܥ)݌  = �(஻⃗ |஼೔)�ሺ஼೔ሻ∑ ௣(஻⃗ |஼ೕ)�ሺ஼ೕೕ ሻ                             (4) 

 

Now all we need to do is model the class 

likelihoods, �(⃗ܥ| ܤ௜). The Naive Bayes assumption is that 

the features are independent given a class, i.e. 

(௜ܥ| ܤ⃗)�  = ∏ ௜ሻ௝ܥ|௝ܤሺ݌                              (5) 

 

Popular choices of the ݌ሺܤ௝|ܥ௜ሻ include the 

Bernoulli distribution (taking into account whether a 

binary feature occurs or not) and the Binomial distribution. 

Even it is similar to Bayes formula, the idea behind it, is 

text classification. So our work compares how results are 

deviated from other classifier.  

 

C. Naive Bayes 
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Naive Bayes Classifier is one of the practical 

learning Bayesian classifier method for data with several 

attributes (i.e. Vector data) and used to represents that 

attributes as independence of that class. It assigns a 

posterior probability to a class based on its prior 

probability and its likelihood for the given training data. It 

computes the maximum a posterior (MAP) hypothesis or 

the maximum likelihood (ML) hypothesis. Naive Bayes 

classifier assumes conditional independence between 

attributes and assigns the MAP class to new instances. 

Naïve Bayes is based on the independence assumption 

where training is very easy and fast. It requires 

considering each attribute in each class separately. The test 

is straightforward and looking up tables or calculating 

conditional probabilities with normal distributions. Naïve 

Bayes performance is competitive to most of state-of-the-

art classifiers even in presence of violating the 

independence assumption. 

Consider if data have many attributes, then 

attributes that describe data instances are conditionally 

independent for the given classification hypothesis. The 

Bayesian classifier that uses the Naive Bayes assumption 

and computes the MAP hypothesis is called Naïve Bayes 

classifier. To, Classify any new data instance x=(a1,…at) 

as: 

 

 �ே஻ = ሺ�|ℎሻℎெ�௫݌ሺℎሻ݌                                                    (6)     

 

To do this on training examples, the parameters 

need to estimate from the training examples for each target 

value of hypothesis (h)  

ሺℎሻ̌ ݌  =  ሺℎሻ                                                                                  (7)݌ ݐݏ�

 

Where est p(h) denotes the estimated value of p(h) 

Considering every attribute value kt of each data instance  

ሺ��|ℎሻ̌݌  =  ሺ��|ℎሻ                    (8)݌ ݐݏ�

 

Generative model for Naive Bayes is given below           

 

ݕሺ̌݌  = ሻݍ ≔ ௥{௬=௤}∑ ௥{௬=௝}ೕ                                                       (9) 

 

By comparing other, the Naive Bayes somewhat 

closely related to other methods compared especially, 

Logistic regression. Both are simple by considering 

implementing and performance on problems. Normally 

Naive Bayes reaches its asymptotic error very quickly 

with regards to the number of training examples.  

 

 

 

D. Naïve Bayes updatable 

Updatable classifier is one of the incremental 

learning which is used to train the learning model for each 

value within the dataset especially with large datasets. To 

minimize the objective function, it uses stochastic gradient 

descent, which is one of gradient descent optimization 

methods and it is written as a sum of differentiable 

function. This method is applicable to large datasets, 

because it evaluates instance of the training dataset one by 

one. The Naïve Bayes Updatable is the updatable version 

of Naive Bayes. While building Classifier a default 

precision used by this classifier is 0.1 for numeric 

attributes hence it is expressed as an incremental update. 

 

E. Logistic regression 

Logistic regression is used because of 

relationship between the discrete variable. It is known that 

regression give better result on numerical data values, but 

it allows the prediction of discrete variables by the mixed 

values of continuous and discrete predictors. The 

discriminate function analysis and multiple regressions 

have same functionality but with there is no distributional 

assumptions on the resultant predictors .The predictors are 

linearly related  instead  of normally distributed also it has 

equal variance in all group. Example consider the Thyroid 

dataset in table 1 ,the probability of disease changes very 

small with a 10 scale difference among people with low 

heart rate,  at the same time a 10 scale make change in the 

probability of Thyroid disease in people with high heart 

rate. Here our novel work try to combine the Logistic 

Regression with Naive Bayes by comparing the Naive 

Bayes and Logistic Regression is given below, 

ݕሺ̌݌  = ,ݔ|ሻݍ ,ߙ ሻߚ = 1/ሺ1 + �ሺ−∑ ఈ೔௫೔−ఉሻ�೔=1 ሻ                (10)  

 

Where p̌ሺy = qሻ|x, Ƚ, Ⱦሻ is used to show relationship 

between the Naive Bayes and Logistic regression in 

derivation. Here Ƚ, Ⱦ are discrete outcome values of 

Logistic Regression. Based on equation both classifiers are 

linear. If someone met the distributional assumptions from 

their data then discriminate function analysis gives better 

result. If processed data outcome is continuous then 

multiple regressions become better based on given 

assumptions. For example consider the Automobile 

dataset, the prediction of group of weights of tool which 

increase the likelihood conditional on training data by 

higher weights of tools. To make a view and comparison 

purpose the projection of data in the dataset discussed here 

is represented in three dimension views between the 

logistic regression and other Bayes methods which are 

shown in “Figure-2”. It denoted that particular feature is 
fit with best class on account of classifier. So it concludes 

that Naive Bayes is a special case of logistic regression 

that uses Bayes rule and conditional probabilities to set 

these weights. 

 

4. EXPERIMENTS AND RESULTS 
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To validate the Logistic regression with another 

classifier used some data set such as Automobile, Contact-

lenses, Thyroid, and Housing etc. And these data sets were 

extracted from the UCI repository. Table-1 represents the 

characteristics of the dataset based on a number of patterns 

(N), number of attributes (K), number of classes (C ) are 

taken.  

 

 
 

Figure-2. Different between projections of data in varies 

Bayes and Logistic Regression classifier. 

 

(a)               (b)                  (c) 

 
(d)   (e) 

 

Figure-3. Margin curve representation of dataset after 

classification (a) Bayes network (b) Naive Bayes (c) 

Logistic regression (d) Naïve Bayes updateable 

(e) Naïve Bayes multinomial text. 

 

A. Performance measures 

In this work Precision, Recall, Mean Absolute 

Error, Average Mean Absolute Error, Kappa’s used to 
validate the classifier methods. Precision and recall are 

based on True Positive (TP), True Negative (TN), False 

Positive (FP), False Negative (FN). The Mean Absolute 

error is close to the Mean Squared Error. The only 

difference is,  it uses absolute values instead of squaring. 

Here average of these absolute value is taken to consider 

the mean absolute and is measured using an equation  

 MA� = 1n ∑ eሺxiሻni=1                                                        (11) 

 

Root Mean Square Error is measured using 

equation  

 RMS� = 1n ∑  ni=1 1Nn ∑ eሺxiሻNni=1                            (12) 

 

Table-2 shows about the comparison between 

different methods like Bayes Network, Naive Bayes, 

Naïve Bayes Multinomial Text, Naïve Bayes Updateable, 

Logistic Regression for different datasets based on 

Precision. Here bold face data represent maximum 

precision achieved for each data set and italic font 

represents the second highest precision achieved for each 

data set. For example, in Table-3 Logistic regression has 

achieved maximum Recall in all data sets and second 

highest Recall in Bayes Network method which is denoted 

by italic font style. 

 

Table-1. Characteristics of datasets based on their classes. 
 

Dataset N K C 

Automobile 52 26 6 

Bond rate 5 42 15 

Contact-lenses 18 6 3 

Thyroid 161 6 3 

Housing 3 39 25 

 

After classification how the class labels were 

projected into particular margin for each classifier is 

mentioned in “Figure-3” 

It is the representation of Bayes Network, 

Logistic Regression, Naïve Bayes Updateable, Naive 

Bayes updatable, Naïve Bayes Multinomial Text for 

Automobile data set. 

 

 

 

 

 

 

 

Table-2. Results of the precision for various methods compared. 
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Method/Dat

aset 

Automo

bile 

Contact 

lenses 
Bond rate Thyroid Housing 

LR 0.808 0.917 0.489 1.000 0.333 

NB 0.582 0.917 0.610 0.582 0.582 

NBMT 0.107 0.444 0.410 0.495 0.360 

NBU 

 
0.582 0.429 0.426 0.429 0.429 

BN 0.692 0.915 0.890 0.932 0.570 

 

Table-3. Results of the recall for various methods compared. 
 

Method/ 

Dataset 
Automobile 

Contact 

lenses 

Bond 

rate 
Thyroid Housing 

LR 0.788 0.833 0.756 1.000 0.667 

NB 0.577 0.833 0.421 0.577 0.577 

NBMT 0.327 0.667 0.502 0.704 0.600 

NBU 

 
0.577 0.333 0.356 0.333 0.333 

BN 0.678 0.823 0.584 0.926 0.333 

 

Table-4. Results of The MAE for various methods compared. 
 

Method/ 

Dataset 
Automobile 

Contact 

lenses 

Bond 

rate 
Thyroid Housing 

LR 0.0685 0.1111 0.017 0.0001 0.2667 

NB 0.1371 0.2584 0.1953 0.2008 0.2008 

NBMT 0.2575 0.3651 0.3112 0.3125 0.2485 

NBU 

 
0.1371 

0.2404 

 
0.214 

0.2404 

 

0.2404 

 

BN 0.1208 0.2186 0.2843 0.0444 0.2008 

 

Table-5. Results of The RMSE for various methods compared. 
 

Method/ 

Dataset 
Automobile 

Contact 

lenses 

Bond 

rate 
Thyroid Housing 

LR 0.2555 0.3333 0.1231 0.0006 0.5079 

NB 0.3316 0.319 0.307 0.0106 0 

NBMT 0.3582 0.4142 0.402 0.3919 0.3461 

NBU 

 
0.3316 0.4029 0.3942 0.4029 0.4029 

BN 0.2957 0.2979 0.312 0.1547 0.321 

 

 

 

 

Table-6. Results of the KAPPA for various methods compared. 
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Method / 

Data set 

Auto 

mobile 

Contact 

lenses 

Bond 

rate 
Thyroid Housing 

LR -0.087 0.7143 0.3267 1.000 -0.087 

NB 0.3534 0.7143 0.4517 0.3534 0.3534 

NBMT 0.001 0.023 0.001 0.0071 0.006 

NBU 

 
-0.0135 

-0.0135 

 
-0.0134 -0.0135 

-0.0135 

 

BN 0.3534 0.7143 0.4573 0.8457 0.3534 

 

Similarly, Table-3, Table-4 and Table-5 are 

derived for different datasets based on Mean absolute 

Error (MAE), RMSE and Kappa performance metric. 

From these we can identify LR gave best result while 

compared with other methods. In addition to this, how a 

value varies between various measures are also compared. 

It shows that Logistic Regression clearly project the data 

in margin comparing to others. However, Ordinal dataset 

gave better results in LR but in some other cases it gave 

second best values. 

 

 

 
                                                              (a)                            (b)                               (c) 

 

 
(d)     (e) 

 

Figure-4. Graphical representation of result obtained by different performance measures 

(a) MAE (b) Kappa (c) RMSE (d) Precision (e) Recall for classifier used. 

 

“Figure-4” shows how different dataset results 
are compared with various methods based on precision, 

recall, MAE, RMSE, Kappa performance metric 

respectively. To differentiate each method graphical 

representation is plotted with different colors according to 

datasets.  

 

 

 

5. CONCLUSIONS 

This paper shows how Bayesian classification 

methods can be applied to regression problems. Proposed 

work combined the knowledge of classification using 

Bayesian method and logistic regression. A result shows 

that Logistic Regression outperforms Bayesian 

Classification Methods in terms of various performance 

measures such as Precision, Recall, Mean Absolute error, 

Kappa, RMSE. These measures are checked using the data 

set such as Automobile, Contact-lenses, Bond rate, 

Thyroid, Housing and this data set were extracted from 

UCI Repository. Here, Bayesian has better result with 
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respect to Average Mean absolute Error but has the worst 

performance with respect to Average Mean Squared Error. 

Bayesian Classification methods play better role, if there is 

a situation to use less number of training samples.  
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